
THE GATEWAY 2025
BATTLE ABBEY SCHOOL’S ACADEMIC JOURNAL

       
   

 B
at

tle

 Abbey School 

Founded 1912



ACADEMIC JOURNAL

Sophie Ford Cover image
Samantha Goulder Image below

01



THE GATEWAY

CONTENTS

02
Drama
Music
Photography
Computing
Art

01 
Biology
Chemistry
Physics
Maths
Economics

03
Spanish
French
Latin
Classical Civilisation

04
History
Law
Geography
Theology

00
John Kingwell  Beyond Rank: 
The Authentic Art of Leadership
Greek Prize Translation
Academic Challenge Quiz

THE GATEWAY P U B L I C A T I O N  A L L O W I N G 
S T U D E N T S  T O  R E S E A R C H 
A N D  W R I T E  B E Y O N D  T H E 

C U R R I C U L U M ,  E X P L O R I N G  N E W 
I D E A S  T O  S H A R E  W I T H  T H E 

C O M M U N I T Y .

02

Gateway is grateful to Dr Nigel Green for permission to use his photographs.  A photographer, artist and 
lecturer, Dr Green has exhibited and published many photographic projects that document genres of modernist 
architecture across the UK, Europe and the former Eastern Bloc.  Dr Green is especially interested in the 
relationship between photography and the representation of modernist architectural space. His photographic work 
has been exhibited and published widely for many years and in 2003 he completed a commission by Photoworks 
to document the power station complex at Dungeness in Kent.



ACADEMIC JOURNAL

INTRODUCTION 

BEYOND RANK: THE 
AUTHENTIC ART OF 
LEADERSHIP

BY REAR ADMIRAL JOHN KINGWELL CBE JP DL
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The challenge of contributing a piece on leadership and 
community service for this magazine prompted me to 
reflect on both what to say and why I had been invited 
to share my thoughts in the first place!

I know the School well. Both my daughters attended 
Battle Abbey, and I have enjoyed the genuine privilege 
of serving as a School Governor for eight years. My 
fellow Governors and I deeply appreciate what a special 
place it is. As the School strategy says, its size creates 
a caring and supportive family environment in which 
a strong community of pupils and staff focuses on the 
importance, wellbeing and potential of each individual 
child. This family feel is, I am certain, at the heart of the 
School’s success, thanks to that unique combination 
of outstanding and dedicated staff, our pupils and 
supportive parents.

My perspective on leadership has been shaped by a 
37-year naval career. Throughout this time, I led men 
and women, and commanded ships and Task Groups—
including during conflict. I have worked the in strategic 
headquarters, served in Baghdad, had oversight of 
the naval budget and led the Ministry of Defence’s 
independent strategic think tank. The development of 
leaders at every level of the Service has been an integral 
part of my work. I have had the fortune to work with 
and for truly outstanding leaders, many good ones and 
a few poor examples—learning valuable lessons from 
each. Before my retirement in 2021, I directed the Royal 
College of Defence Studies in London, where each year 

we prepared approximately 110 senior leaders from 
57 nations for their forthcoming roles at the helm of 
business, government and the Armed Forces in their 
respective countries.

Defining Success Beyond Rank

This final role involved daily assessment of senior men 
and women progressing towards the pinnacle of their 
profession. The attributes I observed in most (if not all) 
of them might be considered secrets of success. And 
here is my first and perhaps most important insight. 
How you measure success is key. I don’t mean salary 
or pay grade but what genuinely provides happiness 
and contentment — a consideration requiring profound 
thought and reflection. As Socrates noted, “The 
unexamined life is not worth living.” A profession or job 
typically serves as a route to happiness but is seldom 
its source—after all, retirement awaits most of us 
eventually.

So to the attributes. Firstly, but not in priority order, 
I put what some call intellect. On one level the 
ability to analyze the complex and make it simple. 
But I would also say the need to remain curious, to 
continue to want to learn and to expand your mind 
through learning, experience and to remain open to 
argument and persuasion. Reflective practice forms 
another component—the capacity to learn from 
each experience. The second attribute centres on 
communication: writing convincingly and presenting 
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reasoned arguments both on paper and verbally. 
Dedication and commitment constitute the third 
quality. This means determining priorities and 
committing to them, whether in a career, profession, 
vocation, sport or interest. After all, little it seems to 
me, comes without hard work.

The Battle Abbey Advantage

Above all else comes people skills. The ability to mix 
in any company, to have empathy for all you come 
across and the ability to see others’ perspectives. To see 
beyond cultural or national boundaries in order to see 
what unites rather than divides us. To be able to enjoy 
other’s company and to look after each other. The fifth 
attribute is courage—not in a militaristic sense, but as 
strength of character to do what is right. This means 
constructively challenging when necessary and making 
difficult but correct decisions, sometimes against 
personal interests but in support of others. The final 
quality, often overlooked yet equally vital, is a sense 
of fun: the ability to enjoy every moment and maintain 
positivity represents a genuine strength.

This collection of attributes might appear daunting to 
those beginning their professional journeys. However, 
the evidence I see at the School suggests that 
Battle Abbey students have substantial grounds for 
confidence. To be clear not everyone will necessarily 
be equally strong in all of the areas – few of us are —
but the rounded education provided by the School, 
with its focus on each individual’s potential, equips 
Battle’s pupils with the skills to excel in their chosen 
paths. Regarding people skills, the most important 
attribute, while no GCSE or A level exists in this subject, 
it flourishes within the school—in corridors, at social 
events and on sports fields. It resides at the heart of the 
School’s family ethos.

The Power of Authenticity

Up until now I have talked about attributes. There 
is, I would suggest, one necessity for successful 
leaders. Authenticity. Effective leaders remain true to 
themselves, their personalities and their characters—the 
foundations of our identity. So the route to success 
is being yourself. Those who try to be someone that 
they are not are almost always found out – particularly 
in a crisis when true personality shines through. In my 
experience a crisis is not the time to meet the real boss 
for the first time!

A final few words on people skills. My naval career was 
largely focused on team work and getting the best 
from others, often in demanding circumstances, to 
achieve the task This required empathy (or emotional 
intelligence) and, in my case, revealed a genuine 
satisfaction in supporting and developing others. The 
school’s focus on Service embodies this principle. For 
me, this now means volunteering as a School Governor, 

supporting youth and veterans organisations, serving 
as a Magistrate and acting as a Deputy Lieutenant 
for East Sussex. Volunteering, in any form, provides 
immense value to our broader community and is hugely 
rewarding. I heartily recommend it—those fortunate 
enough to have been part of the Battle Abbey family 
already possess the necessary skills, outlook and 
experience both to capitalise on the widest range of 
opportunities and to make a meaningful difference in 
the world. 
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A STUDY IN AESOP’S “THE 
CROW AND THE PITCHER”

BY LAWRENCE SMALLMAN, CLASSICS TEACHER

The study of Ancient Greek represents one of the most intellectually rigorous endeavours our students undertake. 
It demands not merely the memorisation of vocabulary and grammatical forms, but a profound understanding of 
a language that shaped Western thought for millennia. This year, the school hosted a translation competition that 
challenged students to render Aesop’s timeless fable “The Crow and the Pitcher” from English into either Latin or 
Ancient Greek.

I am delighted to present the winning entry by Leo McGlashan of Year 9, alongside scholarly annotations that 
illuminate both the strengths of his work and the nuances that distinguish novice translation from that of seasoned 
Hellenists. This pedagogical approach allows us to celebrate Leo’s considerable achievement while providing 
instructive insights for all students of Classical languages.

The Original Text
In a spell of dry weather, when the birds could find very little to drink, a thirsty crow found a jug with a little water 
in it. But the jug was high and had a narrow neck, and no matter how he tried, the crow could not reach the water. 
The poor thing felt as if he must die of thirst.

Then an idea came to him. Picking up some small pebbles, he dropped them into the jug one by one. With each 
pebble the water rose a little higher until at last it was near enough so he could drink.
Leo McGlashan’s Translation

Greek Text: 

Ἐν χρόνῳ ξηρῷ, ὅτε τὰ ὄρνεα ὀλίγον ποτὸν εὑρίσκειν ἐδύνατο, κόραξ διψῶν ἀγγεῖον μετὰ ὀλίγου ὕδατος 
εὗρεν. ἀλλὰ τὸ ἀγγεῖον ὑψηλὸν ἦν καὶ στενὸν αὐχένα εἶχεν, καὶ οὐδαμῶς πειρώμενος ὁ κόραξ τὸ ὕδωρ 
ἅπτεσθαι ἐδύνατο. ὁ δείλαιος ᾤετο ὡς διὰ δίψαν ἀποθανεῖν δεῖ.

τότε ἐπῆλθεν αὐτῷ γνώμη. ψηφίδας τινὰς μικρὰς ἀναλαβὼν εἰς τὸ ἀγγεῖον κατὰ μίαν ἔβαλεν. σὺν ἑκάστῃ 
ψηφίδι τὸ ὕδωρ μικρὸν ἀνέβη μέχρι τέλους ἐγγὺς ἦν ὥστε πιεῖν ἐδύνατο.

Commentary
Leo’s translation displays an impressive command of Greek syntax and vocabulary, particularly commendable 
in a student who has studied the language for a relatively brief period. His work maintains the narrative flow of 
Aesop’s fable while employing appropriate connective particles and syntactic structures characteristic of Classical 
Greek prose. What follows is a philological examination of selected passages, intended both to highlight Leo’s 
achievements and to provide instructive guidance for further refinement.

GREEK PRIZE TRANSLATION 
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Commendable Elements
Leo demonstrated considerable skill in several aspects of his translation. The overall narrative structure preserved 
the essence of the original fable, he has properly employed particles and connectives (δέ, τε) that are essential 
to Greek prose rhythm. Furthermore, it is clear he has a strong grasp of Greek verbal forms, including appropriate 
use of the imperfect and aorist tenses as well as sophisticated sentence construction that generally follows Greek 
rather than English syntactic patterns.

Philological Annotations

Lexical Precision: The opening phrase “Ἐν ἐπαγγέλματι ξηρᾶς ὥρας” represents an attempt to render “spell 
of dry weather.” However, ἐπάγγελμα typically denotes a “promise” or “profession” in Classical Greek. A more 
idiomatic expression would be “ἐν αὐχμῷ” (during a drought) or “ξηρᾶς οὔσης τῆς ὥρας” (the season being dry).

Species Specificity: The fable specifically concerns a κόραξ (crow), yet the translation oscillates between the 
generic ὄρνις (bird) and gender-inconsistent forms. Maintaining terminological consistency with κόραξ throughout 
would better reflect both the original text and Greek literary practice.

Grammatical Gender Agreement: In “ὀλίγος ὕδωρ,” we observe a gender mismatch. The neuter noun ὕδωρ 
requires the neuter form ὀλίγον rather than the masculine ὀλίγος—a reminder of the critical importance of gender 
agreement in Greek attributive constructions.

Case Usage After Prepositions: The phrase “ἐκ δίψας” employs the wrong case following the preposition ἐκ, which 
governs the genitive. The correct form would be “ἐκ δίψης”—highlighting how prepositions dictate case in ways 
that often differ from English prepositional logic.

Idiomatic Expressions: The rendering of “one by one” as “ἕκαστον κατὰ τὴν σειράν” is overly literal. Classical Greek 
would typically express this concept more elegantly as “καθ’ ἕνα,” demonstrating how translation requires not 
merely vocabulary substitution but cultural and linguistic recontextualization.

Conceptual Vocabulary: The use of “ἰδέα” for “idea” represents an interesting anachronism. While etymologically 
related to our English “idea,” in Classical Greek ἰδέα carried philosophical connotations of “form” or “appearance” 
that would be inappropriate in this context. Terms like ἐπίνοια (contrivance) or μηχανή (device, scheme) would 
better capture the practical problem-solving implied in the fable.

Pedagogical Reflections
Leo’s translation exemplifies the journey all serious students of Ancient Greek must undertake. The transition from 
mechanically applying grammatical rules to developing an intuitive feel for Greek idiom represents perhaps the 
most challenging—yet intellectually rewarding—aspect of Classical language acquisition.

The errors present in this translation are not merely “mistakes” but rather valuable indicators of a mind grappling 
with the profound differences between modern English thought patterns and those of the ancient Greeks. Each 
annotation above represents not criticism but opportunity—an invitation to deepen one’s understanding of how 
language shapes thought and vice versa.

Xenophon tells us that Socrates quoted this very fable of Aesop’s to illustrate how persistent effort leads to 
seemingly impossible achievements. In the same spirit, I encourage all our students to view these philological 
notes as stepping stones toward mastery rather than as obstacles.



1 a) The seventh most populous capital in the EU, this city 

stands on the banks of the Vistula, has a parliament called the 

Sejm and is the capital of Poland?

b) Which river flows through the Australian city of Perth?

c) The Elbe travels through which two European countries?

d) The Paraná river is the second longest in which continent?

2 a) The Mediterranean has been divided into 12 marginal seas. 

Name any of the six seas that surround Italy.

b) Which Mediterranean island is home to the British Overseas 

Territory of Akrotiri and Dhekelia?

c) The Strait of Gibraltar connects the Mediterranean Sea to 

which ocean?

d) Two Spanish cities on the North African coast – Ceuta and 

Melilla – are completely surrounded by which country?

3 a) What is the collective name for a group of crows?

b) What is the collective name for a group of owls?

c) What is the collective name for a group of lions?

d) In which Shakespeare play is the death of the main character 

foretold by the hooting of an owl?

4 a) What is the Japanese alcoholic beverage made from rice 

better known as?

b) Kirsch is a fruit brandy traditionally made from which fruit?

c) What was the last name of the London businessman whose 

name is associated with a popular gin-based drink served in a 

‘No. 1 Cup’?

d) Which invention by Thomas Sullivan around 1908 made up 

just 3 per cent of the British market in the early 1960s?

5 a) What former unit of British currency is still used in Kenya, 

Tanzania, Uganda, Somalia and may also be taken up by the 

East African Community?

b) Which British gold coin was introduced by Henry VII and 

became worth a pound in 1817?

c) What happened to our currency in 1971?

d) Which major international financial organisation is currently 

headed by Bulgarian economist Dr. Kristalina Georgieva?

GATEWAY ACADEMIC 
CHALLENGE
Each year, the four houses battle it out for the right to challenge the Staff quiz team. This year, St 
Patrick’s remained undefeated. The final will be on 1st July at lunchtime in the library. Parents are 
welcome to attend.

6 a) In Anglo-Saxon England, how many kingdoms made up 

what is called the Heptarchy? (Heptagon and the heptathlon.

b) Kent, Sussex, Wessex, Essex were four of these seven 

kingdoms. Name a fifth, beginning with the letter M.

c) Which Anglo-Saxon king is considered the first king of all 

England, reigning in the 10th century?

d) The Battle of Hastings in 1066 marked the end of Anglo-

Saxon rule in England. Who was the last Anglo-Saxon king?

7 a) The Chinese Lunar New Year began on 29 January 2025. 

What Chinese Zodiacal sign or animal accompanied it?

b) If you were born on Christmas day, what would your star sign 

be?

c) What is the first astrological sign in the zodiac?

d) The twelve zodiac signs are grouped into four elements, can 

you name them?

8 a) Which Road’s zebra crossing is a stone’s throw from Lord’s 

cricket ground, situated at the southern-most point near the 

junction with Grove End Road, in the St John’s Wood area of 

North West London – made famous by the Beatles crossing it in 

1969?

b) The Roman Road Watling Street connected London to which 

city in Northwest England?

c) Which motorway runs from London to South Wales?

d) What road surface material was invented by Scottish 

engineer John Loudon McAdam and later improved with tar by 

Welsh inventor Edgar Purnell Hooley in 1902?

9 a) Spanish Conquistador Hernán Cortés led an expedition that 

caused the fall of which Empire?

b) Native American words that have entered English. Which 

fruit, originally from Central America and sometimes called an 

“alligator pear,” has become a popular food item worldwide?

c) What is the name of the popular dip made primarily from 

mashed avocados, lime juice, and salt?

d) A species of canine native to North America, this animal 

beginning with C is smaller than its close relative, the wolf, and 

fills much of the same ecological niche as the jackal does in 

Eurasia.
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10 a) Which of Shakespeare’s historical plays begins with a 

chorus saying “O for a muse of Fire” and makes reference to the 

Globe Theatre and to the Battle of Agincourt?

b) From which Shakespeare play is the quote: “To be, or not to 

be, that is the question”?

c) “Be not afraid of greatness: some are born great, some 

achieve greatness and some have greatness thrust upon them.” 

This quote is from which Shakespeare comedy?

d) Please be specific. “Uneasy lies the head that wears a crown” 

comes from which of Shakespeare’s historical plays, spoken by 

Henry V’s father in his old age.

11 a) What colour links a giraffe’s tongue, the mucus secreted by 

the spiny dye-murex snail, and the colour toga put on Jesus by 

the Roman garrison to mock his claim to be ‘King of the Jews’?

b) The title of the first Sherlock Holmes story?

c) The largest mammal in the world?

d) Sir Percy Blakeney’s pseudonym was “The _____ 

Pimpernel”?

12 a) Which country was the first in the world to give women 

the right to vote, in 1893?

b) In which decade did most British women gain the right to 

vote?

c) Give me the first name of either the mother or daughter of 

the two most famous British suffragette leaders, their surname 

being of course Pankhurst.

d) In which year were women in the UK finally granted equal 

voting rights to men?

13 a) How many permanent teeth does the average adult 

human have?

b) What are the four different types of teeth humans have?

c) What gas was used for the first time in 1844 as an anaesthetic 

but has recently faced restrictions due to recreational misuse?

d) When a child loses their baby teeth, how many adult teeth 

eventually replace them?

14 a) Brothers Richard and Maurice founded which fast-food 

company in California in 1940?

b) With over 37,000 restaurants worldwide, which fast-food 

company is currently the third largest behind Mixue BingCheng 

and Macdonalds.

c) What is the name of the Colonel associated with KFC?

d) Which coffee shop has the greatest number of shops 

worldwide?

15 a) This dormant volcano in Tanzania has three volcanic 

cones: Kibo, Mawenzi, and Shira. It is also the highest mountain 

in Africa and the highest single free-standing mountain in the 

world: 5,895 metres.

b) Tanzania’s name is a result of two countries combining to 

form one state. What were its components?

c) What is the highest mountain in Europe?

d) Lake Tanganyika is the second largest by volume, second 

oldest and second deepest fresh-water lake in the world – 

which lake beats it on all counts?

16 a) “You’re gonna need a bigger boat” originated in which 1975 

film about a shark?

b) “Houston, we have a problem.”

c) “Bond. James Bond.” Sean Connery introduced himself to 

cinema goes in the first James Bond film … which was?

d) “It was beauty killed the beast.” Spoken in which 1933 film?

17 a) The Troubles in Northern Ireland were brought to an end in 

1998 with the signing of what document?

b) Northern Ireland is divided primarily between which two 

religious communities?

c) Which city in Northern Ireland is referred to differently, 

depending on political affiliation?

d) Which Irish political party, whose name means ‘We Ourselves’ 

in Irish, has historically been associated with the Republican 

movement?

18 a) Which Greek mathematician supposedly jumped out of 

his bath shouting ‘Heureka!’ upon discovering a method to 

calculate volume?

b) What is the force that opposes the relative motion of two 

bodies that are in contact?

c) What is the study and use of frequencies above 20 kHz?

d) What is measured by the SI unit called a ‘newton’?

19 a) Which German-born composer settled in London in 1712 

and became a naturalised British subject in 1727, famous for 

works like “Messiah”?

b) What term describes a piece of music written to be 

performed by an orchestra?

c) Which Italian word for ‘half’, is also a classical female singing 

voice with a range between soprano and contralto?

d) Which famous British composer wrote “The Planets” suite 

with movements including “Mars, the Bringer of War”?

20 a) Where did the first modern Summer Olympic games take 

place in 1896?

b) In which year did London most recently host the Summer 

Olympic Games?

c) Which athlete has won the most Olympic gold medals of all 

time?

d) The Winter and Summer Olympics used to be held in the 

same year. When did they begin to be held in different years?
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BEYOND NEO-DARWINISM: 
HOW AI MODELS ARE 
INFLUENCING AND 
RECONSTRUCTING 
OUR UNDERSTANDING 
OF EVOLUTIONARY 
PROCESSES 

BY OSCAR BATISTA (YEAR 12)

For the better half of a century, our understanding of 
species evolution has been grounded in Neo-Darwinism 
(also called the Synthetic Theory of Evolution). This 
theory represents a grand unification of key biological 
concepts, combining Darwin’s theory of natural 
selection with Mendelian genetics. Championed by 
figures such as Richard Dawkins in his 1979 book “The 
Selfish Gene”, this theory proposes that “the individual 
organism is a survival machine for its genes”, and that 
DNA is central to all evolutionary processes. However, 
like all scientific theories, new evidence has emerged 
that challenges this gene-centred paradigm—and 
remarkably, one of the most compelling sources for this 
evidence comes from artificial intelligence.

The Principles of Neo-Darwinism and Early Challenges

Neo-Darwinism outlines a relatively simple mechanism: 
natural selection acts upon variations caused by 
random genetic mutations, which gradually lead to 
adaptations or speciation. This perspective guided 
research throughout the 20th century and explained 
many evolutionary phenomena.

Yet aspects of this theory have been increasingly 
questioned. In 1972, biologists Niles Eldridge and 
Stephen Jay Gould published a paper challenging 
the idea of gradualism—the notion that evolution is 
slow and uniform. Instead, they proposed punctuated 
equilibrium, suggesting that evolution largely occurs 
within periods of rapid morphological change, 
interspersed with long periods of little evolutionary 
change.

While Dawkins and others argued that punctuated 
equilibrium could still fit within Neo-Darwinism, the 
theory represented growing scepticism of established 
evolutionary models and demonstrated the power of 
new evidence in shaping scientific ideas.

Beyond Gene-Centrism: The Complexity of Biological 
Systems

Denis Noble, a British physiologist, has become one 
of the most prolific critics of the gene-centred view 
of evolution. He argues for “biological relativity”—
the idea that “A priori, there is no privileged level of 
causation”. Rather than biological systems operating 
simply from the bottom up (from a molecular scale to 

11
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an organismal scale), Noble contends that biological 
systems act through interconnected molecular, 
cellular and organismal networks in multiple directions 
simultaneously.

Noble’s work in systems biology, using computer 
models to represent complex biological systems, has 
shaped his perspective on how the genome functions 
within the entire organism. He argues that while genes 
influence larger-scale processes, the organism can 
also control and alter its genes from a higher level of 
organisation. In a 2014 interview, Noble stated: “Genes, 
after all, if they’re defined as DNA sequences, are purely 
passive. DNA on its own does absolutely nothing until 
activated by the rest of the system... So on its own, 
DNA is not a cause in an active sense. I think it is better 
described as a passive database which is used by the 
organism to enable it to make the proteins that it 
requires”.

AI Models and Emergent Evolution

While many biological scenarios have proved too 
complex to model mathematically, artificial intelligence 
has proven capable of this task. DeepMind’s AlphaFold 
AI system, which predicts protein structure from 
amino acid sequences, exemplifies this capability. 
Consequently, AI tools have revolutionised our ability to 
model complex evolutionary situations, accounting for 
factors such as environmental interactions and multi-
level selection.

Karl Friston, a neuroscientist at University College 
London, has contributed significantly to this field 
through his work on Bayesian brain networks and 
active inference. Friston’s Free Energy Principle 
suggests that any adaptive system will pursue paths of 
least ‘surprise’, effectively reducing prediction errors 
about their environment. This implies that organisms 
evolve not just through genomic changes but through 
environmental predictions and behavioural adjustments 
based on sensory feedback.

DeepMind’s AI simulations have demonstrated that 
even without explicit programming (effectively a 
genome), artificial intelligence can display complex 
learning behaviours. This suggests that adaptations can 
arise from environmental interactions alone—something 
not considered by gene-centric models. Grace Lindsay, 
a DeepMind researcher, notes that “When we allow 
artificial systems to evolve in complex environments 
without pre-specified fitness functions, we consistently 
see the emergence of sophisticated behaviours that 
aren’t directly encoded in their equivalent of genes”.

Epigenetics: A New Layer of Information

Epigenetics—the study of heritable phenotypic changes 
that don’t involve altering the genome—has perhaps 
been most instrumental in challenging Neo-Darwinian 
models. According to epigenetics, mechanisms 

exist that can activate or silence genes based on 
environmental factors, creating an entirely new level 
of information transferable between generations 
alongside genetic inheritance.

In a 2021 study published in Nature, Moshe Szyf’s team 
at McGill University observed changes in the epigenome 
across several generations of mice in response to 
environmental stressors, assisted by AI pattern 
recognition.
AI tools have proven instrumental in detecting patterns 
in experimental data. In a 2021 paper, scientists noted 
that “In this ‘big data’ age... Artificial intelligence, 
particularly deep learning, is already being successfully 
applied to analyse genomic information... and is gaining 
momentum in the epigenetic field”.

This research suggests that Neo-Darwinism provides 
only an incomplete picture of evolutionary processes. 
AI tools have repeatedly shown patterns in epigenetic 
data that traditional models failed to predict, implying 
that evolution occurs through multiple information 
pathways simultaneously. If organisms can inherit 
adaptations from epigenetic mechanisms during their 
parent’s lifetime, evolution may be faster and more 
responsive than population genetics would suggest.

An Extended Evolutionary Synthesis

AI tools in modelling evolutionary processes have 
gathered substantial evidence suggesting that Neo-
Darwinian mechanisms, while not incorrect, are 
incomplete. Genes remain important but are just one 
aspect of complex systems acting alongside epigenetic 
mechanisms, developmental constraints and multi-level 
selection.

These breakthroughs have led to the emergence of the 
Extended Evolutionary Synthesis (EES), which combines 
Neo-Darwinism with newer concepts such as organism-
environment interplay. The EES doesn’t render Neo-
Darwinian mechanisms obsolete but recontextualises 
them within a larger web of processes.

AI models have been instrumental in simulating 
complex, multi-layered situations that previous 
evolutionary models couldn’t handle. By analysing 
vast datasets to find patterns, AI tools point towards a 
more integrated understanding of evolution—one that 
recognises the gene’s pivotal role while understanding it 
as just one part of a complex system.

Much like how Neo-Darwinism combined theories 
of selection and genetics to form a 20th century 
interpretation of evolution, the EES aims to resolve 
tensions between competing modern viewpoints. 
The fusion of AI technology with biological research 
remains crucial in reaching this new understanding of 
how life evolves, showing the partial truths within each 
perspective to form a greater, enlightening truth upon 
their synthesis.

12
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The Promise of Green Hydrogen

As the world transitions towards 
decarbonised energy systems, 
hydrogen has emerged as a 
promising clean fuel option. Among 
its various production pathways, 
green hydrogen—produced via water 
splitting using renewable electricity—
offers the most sustainable route. 
For green hydrogen to become 
economically viable and scalable, 
however, breakthroughs in water 
splitting technologies are essential, 
particularly in developing efficient, 
low-cost and durable catalysts.
Hydrogen represents an 
exceptionally energy-dense carrier, 
with its consumption in fuel cells 
or combustion producing only 
water as a by-product. Traditional 
hydrogen production relies heavily 
on fossil fuels, particularly natural 
gas through steam methane 
reforming, resulting in significant 
CO₂ emissions. In contrast, green 
hydrogen is produced through 
electrolysis of water powered by 
renewable electricity, making it 
virtually carbon-free.

Understanding Water Electrolysis

Electrolysis involves the 
electrochemical decomposition of 
water (H₂O) into hydrogen (H₂) and 
oxygen (O₂). This energy-intensive 
process occurs at electrodes where 
catalysts accelerate reactions, 
improving both speed and energy 
efficiency.

Water splitting consists of two half-
reactions:

• Oxygen Evolution Reaction 
(OER) at the anode: 2H₂O → O₂ + 
4H⁺ + 4e⁻

• Hydrogen Evolution Reaction 
(HER) at the cathode: 2H⁺ + 2e⁻ → 
H₂

Both reactions are kinetically 
sluggish, requiring catalysts 
to facilitate electron transfer 
and lower activation energy. 
Conventional electrolysers use 
noble metals—platinum for HER 
and iridium or ruthenium oxides for 
OER. While these catalysts perform 
excellently, their cost and limited 
availability restrict widespread 
implementation. This creates a 
critical need for earth-abundant, 
cost-effective and durable 
alternatives.

Performance Metrics for Catalysts

The effectiveness of water-
splitting catalysts is measured 
through several interconnected 
performance metrics:

• Overpotential: The additional 
voltage required beyond the 
thermodynamic potential 
to initiate the reaction. 
Lower values indicate higher 
efficiency.

• Stability: The catalyst’s long-
term durability under harsh 
electrochemical conditions.

• Faradaic efficiency: Measures 
the effectiveness of charge 
conversion to chemical 
products.

• Scalability and cost: Determine 
the accessibility and ease 
of fabrication for practical 
applications.

Novel Catalyst Materials

Recent research has focused on 
several promising alternatives to 
precious metal catalysts:

Transition Metal Compounds

Nickel-Iron (NiFe) Hydroxides for 
OER: Nickel-iron layered double 
hydroxides (LDHs) demonstrate 
impressive OER activities in alkaline 
media. Iron enhances nickel’s 
electronic structure by facilitating 
charge transfer and creating active 
sites. NiFe LDHs match iridium 
oxides in activity whilst being 
significantly more cost-effective.

Cobalt Phosphides and Sulfides for 
HER: Cobalt-based materials such 
as CoP and CoS₂ show excellent 
HER performance, particularly 
under alkaline and neutral 
conditions. These materials feature 
tunable electronic properties and 
good corrosion resistance, with 
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performance further enhanced when 
supported on conductive substrates 
like carbon nanotubes.

Carbon-Based and Single-Atom 
Catalysts

Heteroatom-doped carbon 
nanostructures: Nitrogen or 
boron-doped carbon nanotubes 
and graphene exhibit catalytic 
behaviour for both OER and HER, 
as the heteroatoms alter charge 
distribution to create active sites. 
Though generally less active than 
metal-based catalysts, they offer 
superior corrosion stability and 
conductivity.

Single-atom catalysts (SACs): 

These comprise individual metal 
atoms distributed on supports 
such as graphene or metal oxides. 
These materials maximise atom 
utilisation and create unique 
electronic environments, leading to 
outstanding catalytic performance. 
Single-atom Fe or Co on nitrogen-
doped carbon scaffolds, for instance, 
have shown remarkable OER activity.

Advanced Oxide Structures

Perovskite Oxides: With the general 
formula ABO₂, perovskites can be 
engineered with tailored catalytic 
properties by substituting specific 
cations at the A or B positions. 
Lanthanum perovskites, including 
LaNiO₃ and LaCoO₃, exhibit exceptional 
OER performance and structural 
stability.

High-Entropy Oxides (HEOs): These 
innovative compounds contain 
five or more randomly distributed 
metal cations in a single-phase 
lattice, stabilised by configurational 
entropy. HEOs provide an expansive 
compositional space for optimising 
catalytic properties and show 
significant promise as bifunctional 
catalysts for both OER and HER.

Engineering Approaches for Catalyst 
Enhancement

Several approaches are being 
used to further enhance catalyst 
performance:

Nanostructuring techniques: 
Producing high surface area-to-
volume ratios offers more active 
sites and enhanced mass transport. 
Methods such as templating, 
electrospinning and solvothermal 
synthesis have yielded catalysts with 
advanced morphologies including 
nanowires, nanosheets and hollow 
structures.

Interface engineering: Creating 
heterojunctions between 
complementary compounds 
enhances charge separation 
and transfer. NiMo/NiFe layered 
structures or CoP/NiFe hybrids 
demonstrate synergistic effects that 
significantly lower reaction barriers.

Industrial Implementation 
Challenges

Beyond laboratory measurements, 
catalyst viability for industrial 
applications depends on numerous 
practical factors:
• Device integration: Demands 
compatibility with various 
electrolyser types, including proton 
exchange membrane (PEM), alkaline, 
and anion exchange membrane 
(AEM) systems.
• Current density capabilities: 
Must meet industrial requirements, 
typically operation at greater 
than 500 mA/cm² with minimal 
degradation.
• Electrolyte compatibility: 
Necessitates stability across relevant 
pH ranges.
• Durability specifications: Require 
thousands of hours of operation 
without significant activity loss or 
structural degradation.

Next-generation electrolysers 
incorporating advanced catalysts 
are gaining market traction. Systems 
based on NiFe OER catalysts and 
non-precious metal HER catalysts in 
alkaline anion exchange membrane 
configurations are increasingly 
sought after due to their flexibility 
and economic advantages.

Future Directions

The development of novel 
catalysts represents a cornerstone 
in advancing green hydrogen 

production. While noble metals 
currently offer superior performance, 
research on transition metal 
compounds, carbon-based materials 
and innovative nanostructures is 
rapidly narrowing this gap.

Future research trajectories are 
expanding in several fascinating 
directions:

AI-aided catalyst design: Leverages 
machine learning algorithms to 
predict properties and accelerate 
discovery processes that once took 
years.

Hybrid systems: Offer promising 
avenues through the integration of 
photoelectrochemical water splitting 
with direct solar energy harvesting, 
potentially reducing the electricity 
requirements of electrolysis.

Circular production approaches: 
Focus on developing recyclable 
catalysts and sustainable 
manufacturing processes, ensuring 
that green hydrogen production 
remains environmentally sound 
throughout its lifecycle.

Conclusion

For global decarbonisation ambitions 
to be realised, green hydrogen 
must become competitive with 
conventional fuels. Breakthroughs 
in catalyst design and electrolyser 
integration are not merely academic 
pursuits—they represent critical 
technological advances that will 
determine whether hydrogen fulfils 
its promise as a clean energy carrier.

As research progresses and 
economies of scale develop, the 
cost of green hydrogen production 
is steadily declining. With 
continued innovation in catalyst 
materials and electrolyser designs, 
green hydrogen stands poised 
to become a cornerstone of our 
clean energy future, enabling deep 
decarbonisation across sectors 
from industry to transportation and 
beyond.
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HARNESSING THE 
POWER OF STARS: 
THE QUEST FOR 
NUCLEAR FUSION 

BY CHARLIE KIRBY (YEAR 13)

PHYSICS

Introduction: Energy’s Holy Grail

For decades, nuclear fusion has 
been considered the holy grail 
of energy production—promising 
virtually limitless clean energy by 
replicating the same process that 
powers our sun. Unlike nuclear 
fission, which splits atoms and 
produces radioactive waste, fusion 
combines light atomic nuclei 
to form heavier ones, releasing 
enormous amounts of energy with 
minimal waste.

The joke among scientists that 
fusion power is “always 30 years 
away” has persisted for generations. 
However, recent breakthroughs, 
particularly those aided by artificial 
intelligence, have brought us closer 
than ever to making fusion power a 
reality.

The Physics Behind Stellar Power

To understand fusion, we must 
first look to the stars. In our sun, 
extreme pressure and temperatures 
of around 15 million degrees 
Celsius create conditions where 
hydrogen nuclei (protons) overcome 

their natural repulsion and fuse 
together. This process occurs 
through several stages, releasing 
energy at each step. The sun’s 
immense gravitational pressure 
naturally overcomes the repulsive 
forces between positively charged 
nuclei—a feat we must artificially 
replicate on Earth.

For terrestrial applications, scientists 
have focused on fusion using 
deuterium and tritium (hydrogen 
isotopes). This pairing requires lower 
temperatures to achieve fusion 
compared to other combinations. 
Deuterium is relatively abundant in 
seawater, while tritium is scarce due 
to its 12-year half-life. Fortunately, 
tritium can be produced through 
“breeding” by exposing lithium to 
neutrons released during fusion 
reactions.

Engineering Challenges: Containing 
a Star

Two primary methods have 
emerged for confining the 
superheated plasma required for 
fusion:

Inertial Confinement Fusion (ICF) 
uses high-powered lasers to 
rapidly compress and heat small 
fuel pellets. In December 2022, the 
National Ignition Facility achieved a 
historic milestone when their laser-
based approach produced more 
energy from fusion than was used 
to drive it—the first demonstration 
of fusion ignition in a laboratory 
setting.

Magnetic Confinement Fusion (MCF) 
uses powerful superconducting 
magnets to contain plasma within 
a toroidal chamber. The most 
common designs are tokamaks 
(like the ITER project in France) and 
stellarators, which employ twisted 
magnetic fields to improve plasma 
stability.

In both approaches, the plasma 
must be heated to temperatures 
exceeding 100 million degrees 
Celsius—hotter than the core of the 
sun—and maintained at sufficient 
density for fusion to occur.

One of the most significant 
challenges involves the materials 
used for reactor walls. These 
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materials must withstand 
extreme temperature gradients, 
bombardment by high-energy 
particles, and minimise plasma 
contamination while maintaining 
structural integrity. Current research 
focuses on promising materials 
like tungsten, beryllium and 
liquid lithium, each with distinct 
advantages and limitations.

AI: The Breakthrough Catalyst

Artificial intelligence has emerged 
as a game-changing tool in the 
quest for fusion energy, accelerating 
progress in several critical areas:

Real-time plasma control: AI 
systems now monitor plasma in 
real-time and adjust magnetic fields 
to prevent disruptions, dramatically 
improving containment times. At 
facilities like the DIII-D National 
Fusion Facility, neural networks 
can predict plasma disruptions 
milliseconds before they occur, 
allowing for preventative measures.

Optimised reactor design: Perhaps 
AI’s most significant contribution 
has been in stellarator design, 
where machine learning algorithms 
explore vast design spaces and 
identify optimal configurations in 
a fraction of the time compared to 
conventional methods. In 2023, a 
team at Princeton Plasma Physics 
Laboratory used AI to develop 
stellarator designs that improve 
plasma confinement while being 
simpler to construct.

Advanced materials discovery: AI 
is accelerating the discovery and 
testing of new materials for fusion 
reactors. Machine learning models 
predict how materials will respond 
to extreme conditions by analysing 
patterns in existing data, identifying 
promising alloys and composites 
that may outperform current 
options. The United Kingdom 
Atomic Energy Authority has 
developed digital twins of reactor 
components, allowing for rapid 
virtual testing of materials under 
simulated fusion conditions.

The Race to Commercial Fusion

The fusion landscape has changed 
dramatically in recent years. Private 
companies have entered the arena 
alongside government-funded 
research institutions, bringing 
fresh approaches and substantial 
investment:

• Commonwealth Fusion Systems 
has used high-temperature 
superconductors to create 
more powerful magnets than 
previously possible, potentially 
allowing for smaller, more 
efficient tokamaks. Their SPARC 
reactor aims to demonstrate net 
energy gain by 2025.

• TAE Technologies is pursuing 
fusion using hydrogen and 
boron-11, which would produce 
no neutrons and therefore less 
radioactive material, though at 
higher required temperatures.

• General Fusion is developing a 
mechanical approach that uses 
pistons to compress plasma for 
fusion.

Together, these companies have 
attracted billions in investment 
since 2021, creating a vibrant 
ecosystem of innovation.

The pathway to commercial 
fusion power still faces significant 
challenges, including scaling up 
successful experiments, developing 
robust engineering solutions 
for continuous operation, and 
establishing economically viable 
plant designs. However, with AI 
accelerating research across all 
aspects of fusion science, the 
longtime joke that fusion is “always 
30 years away” may finally be 
outdated.

Conclusion: Stars Within Our Grasp

Nuclear fusion represents one 
of humanity’s most ambitious 
scientific pursuits—an attempt 
to harness the very process that 
powers the stars. The convergence 
of advanced materials science, 
precision engineering and artificial 

intelligence has brought us closer 
than ever to this goal.

While significant challenges remain, 
the progress made in recent years 
suggests that fusion power may 
indeed transition from scientific 
aspiration to practical reality within 
our lifetimes. Many experts now 
predict the first commercial fusion 
power plants could be operating by 
the 2040s—a timeline that continues 
to accelerate.

As we continue this journey, the 
collaboration between human 
scientists and AI systems will likely 
be the key that finally unlocks 
the promise of clean, abundant 
fusion energy. If successful, it 
would represent perhaps the 
most important technological 
achievement of the 21st century—
providing a nearly limitless source 
of clean energy that could help 
address climate change, resource 
scarcity and global energy inequality 
in one revolutionary step.
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Introduction

Artificial Intelligence (AI) has rapidly advanced in recent 
years, demonstrating remarkable capabilities in fields 
ranging from natural language processing to medical 
diagnostics. In mathematics, AI is beginning to play a 
transformative role, assisting researchers in discovering 
new theorems, verifying proofs and identifying patterns 
in complex datasets.

One of the most profound challenges in mathematics, 
the Riemann Hypothesis, could potentially benefit 
from AI-driven approaches. This article explores the 
broader implications of AI in mathematical research 
and examines how machine learning and automated 
reasoning might contribute to solving this long-
standing conjecture.

Understanding the Riemann Hypothesis

The Riemann Hypothesis, formulated by Bernhard 
Riemann in 1859, is one of the seven Clay Mathematics 
Institute’s Millennium Prize Problems, with a one 
million dollar reward for its solution. It concerns the 
distribution of the non-trivial zeros of the Riemann zeta 
function, defined as:

 
for complex numbers s with real part greater than 1. The 
function can be analytically continued to all complex 
numbers except s=1.

The hypothesis states that all non-trivial zeros of the 
Riemann zeta function have real part equal to 1/2. In 
other words, every zero ₂ of ₂(s) (excluding negative even 
integers, which are “trivial zeros”) satisfies Re(₂) = 1/2.

MATHS

ARTIFICIAL INTELLIGENCE 
AND THE RIEMANN 
HYPOTHESIS: NEW 
FRONTIERS IN 
MATHMATICAL DISCOVERY 

BY GETHAN TWEEDIE (YEAR 13)
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Significance of the Riemann Hypothesis

The hypothesis is deeply connected to several 
fundamental areas of mathematics:

• Prime Number Distribution: The Prime Number 
Theorem, which describes the asymptotic 
distribution of primes, is closely related to the zeros 
of ₂(s). A proof of the Riemann Hypothesis would 
provide much tighter bounds on the error term in 
this theorem.

• Cryptographic Implications: Many cryptographic 
systems (e.g., RSA) rely on the difficulty of factoring 
large numbers, which is influenced by prime 
distribution. A deeper understanding of primes 
could significantly impact cryptography.

• Interdisciplinary Connections: The hypothesis 
connects number theory, complex analysis 
and even quantum physics, suggesting that 
its resolution could lead to new mathematical 
paradigms.

How AI Could Help Solve the Riemann Hypothesis

The challenge of proving (or disproving) the Riemann 
Hypothesis may benefit from various AI approaches:

Pattern Recognition in Zeros

AI, particularly machine learning (ML), excels 
at detecting patterns in large datasets. While 
mathematicians have computed over 10 trillion zeros 
of the zeta function (all lying on the critical line Re(s) = 
1/2), no general proof exists.

• Neural Networks could analyse the statistical 
properties of these zeros, searching for hidden 
structures or deviations that might suggest 
counterexamples or new symmetries.

• Unsupervised Learning techniques, such as 
clustering, might reveal unexpected relationships 
between zeros and other mathematical objects.

Automated Theorem Proving

AI-powered automated theorem provers (ATPs) like 
Lean, Coq and HOL Light have already verified complex 
proofs, such as the Kepler Conjecture. For the Riemann 
Hypothesis, these tools offer significant potential:

• Symbolic AI could help explore potential proof 
strategies by formalising known partial results, 
including the Hardy-Littlewood and Selberg 
theorems.

• Interactive Theorem Provers could allow 
mathematicians to collaborate with AI in real-time, 
testing conjectures and filling gaps in reasoning.

Counterexample Search

If the Riemann Hypothesis is false, there must exist a 
non-trivial zero off the critical line. AI could contribute 
to this exploration:

• Optimised Search Algorithms could explore 
higher regions of the complex number plane more 
efficiently.

• Reinforcement Learning might guide computational 
efforts toward promising areas where non-trivial 
zeros might occur.

Quantum Connections

The relationship between the Riemann Hypothesis 
and quantum physics offers another avenue for AI 
exploration:

• Montgomery-Dyson Connection: Hugh 
Montgomery and Freeman Dyson discovered that 
the spacings between zeta zeros resemble the 
energy levels of quantum chaotic systems.

• AI Simulation of Quantum Systems could explore 
whether analogous mathematical structures 
emerge and apply physics-inspired ML models, 
such as neural networks based on quantum 
mechanics, to explore these links.

Challenges and Limitations

While AI offers exciting possibilities for tackling the 
Riemann Hypothesis, several significant challenges 
remain:

Interpretability Issues

Deep learning models often act as “black boxes,” 
making it difficult to extract meaningful mathematical 
insights. For a formal mathematical proof, this opacity 
presents a substantial obstacle, as mathematicians 
need to understand the reasoning behind any proposed 
solution.

Mathematical Rigour

AI may suggest plausible patterns or approaches, 
but mathematical proofs require absolute certainty. 
Bridging the gap between AI-generated insights and 
rigorous mathematical proof remains a significant 
challenge.

Computational Limitations
The zeta function’s behaviour becomes extremely 
complex in higher regions of the complex plane, 
requiring breakthroughs in both algorithms and 
hardware to explore effectively.
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The Future of AI in Mathematical Research

The Riemann Hypothesis could remain one of 
mathematics’ most enigmatic problems, but AI presents 
new avenues for exploration:

• By leveraging machine learning for pattern 
detection, automated reasoning for proof 
verification and quantum-inspired models for cross-
disciplinary insights, AI could play a pivotal role in 
unravelling this mystery.

• While it is unlikely that AI will single-handedly solve 
the hypothesis, it could provide crucial stepping 
stones, highlighting new patterns, verifying 
intermediate results and guiding human intuition 
toward a breakthrough.

Conclusion

As AI continues to evolve, its integration into 
mathematical research could bring a new era of 
discovery, where human creativity and machine 
intelligence work in tandem to solve centuries-old 
problems. The Riemann Hypothesis may well be one of 
the first great triumphs of this collaboration.

The partnership between mathematicians and AI 
systems represents a fundamental shift in how 
mathematical research is conducted. This symbiotic 
relationship—combining human intuition and creativity 
with computational power and pattern recognition—
may ultimately lead to breakthroughs that neither 
humans nor machines could achieve independently.

For the Riemann Hypothesis, this collaboration could 
finally illuminate one of mathematics’ darkest corners, 
revealing not just a solution to a 150-year-old problem, 
but potentially reshaping our understanding of 
prime numbers, computation, and perhaps even the 
fundamental nature of mathematics itself.
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THE FUTURE OF 
MONEY AND THE 
ENVIRONMENT: AI’S ROLE 
IN CRYPTOCURRENCIES, 
CBDCS AND CARBON 
PRICING

BY FREDDIE WOODBRIDGE (YEAR 13)

ECONOMICS

Introduction: The Technological Convergence

The rapid advancement of artificial intelligence 
and digital currencies presents unprecedented 
opportunities for addressing environmental challenges. 
As nations worldwide intensify their focus on 
climate change mitigation, the convergence of these 
technological domains offers potential pathways 
for sustainable economic systems. This article 
examines how artificial intelligence can enhance the 
environmental sustainability of digital currencies 
and strengthen carbon pricing mechanisms, whilst 
acknowledging the complex challenges these 
intersections present.

Understanding Digital Currencies

Digital currencies exist primarily in two forms: 
cryptocurrencies and Central Bank Digital Currencies 
(CBDCs).

Cryptocurrencies

Cryptocurrencies function as digital assets utilising 
cryptographic techniques to secure transactions and 
control the creation of new units. Unlike traditional 
currency systems, cryptocurrencies operate on 
decentralised networks, bypassing central authorities 
and potentially reducing transaction costs. This 
decentralisation offers users:

• Enhanced privacy
• Global accessibility
• Reduced reliance on traditional banking 

infrastructure
• Potential for programmable money

These features are particularly valuable for individuals 
without access to conventional banking services.

Central Bank Digital Currencies (CBDCs)

CBDCs represent the digital equivalent of a nation’s 
fiat currency, issued and regulated by central banks. 
These currencies maintain stable value by direct 
correlation with traditional currencies, addressing the 
volatility concerns associated with cryptocurrencies 
whilst retaining many benefits of digital transactions, 
including:

• Widespread accessibility
• Transaction efficiency
• Potential for programmable policy implementation
• Reduced costs of currency management
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Environmental Concerns of Digital Currencies

Despite their advantages, digital currencies—particularly 
cryptocurrencies—pose significant environmental 
concerns. According to Digiconomist, a single 
Bitcoin transaction consumes energy equivalent to 
approximately 850,000 VISA transactions. The annual 
carbon footprint of Bitcoin rivals that of entire nations, 
with estimates suggesting it matches Qatar’s emissions.

This extraordinary energy consumption stems primarily 
from Bitcoin’s Proof-of-Work validation mechanism, 
which requires intensive computational processes 
to verify transactions and create new blocks in the 
blockchain.

Alternative validation methods offer more sustainable 
approaches. Proof-of-Stake, for instance, consumes 
merely a fraction of a percent of the energy required by 
Proof-of-Work systems. Transitioning to such methods 
could eliminate millions of tonnes of carbon emissions 
annually, substantially reducing the environmental 
impact of cryptocurrencies.

AI’s Environmental Profile: Challenges and 
Opportunities

Artificial intelligence presents both challenges and 
opportunities for environmental sustainability:

AI’s Environmental Costs

The training and operation of sophisticated AI 
systems, particularly Large Language Models, demand 
substantial computational resources and energy. A 
single training run for a large AI model can generate 
carbon emissions equivalent to the lifetime emissions of 
several cars.

AI’s Environmental Benefits

When applied strategically, AI can potentially offset its 
carbon footprint through efficiency optimisations across 
various sectors. In the context of cryptocurrencies, 
AI offers multiple pathways for enhancing energy 
efficiency:

• Simulating potential attacks to identify and address 
system vulnerabilities without consuming excessive 
energy

• Analysing transition pathways from energy-
intensive validation methods to more sustainable 
alternatives

• Predicting energy and cost savings to incentivise 
system upgrades

• Optimising transaction validation processes to 
reduce computational requirements

The environmental benefit of AI applications depends 
critically on implementation choices and energy sources. 

AI systems powered by renewable energy and designed 
for maximum efficiency can contribute positively to 
sustainability efforts, whilst poorly optimised systems 
may exacerbate environmental challenges.
Creating Sustainable Economic Systems: Carbon 
Pricing and AI

Carbon pricing represents a market-based approach 
to emissions reduction, imposing costs on carbon-
intensive activities whilst rewarding sustainable 
practices. Despite its theoretical elegance, carbon 
pricing faces practical challenges in implementation:

• Accurate emissions tracking
• Verification of reported data
• Prevention of fraud
• Coordination of international efforts

AI Solutions for Carbon Pricing Challenges

Artificial intelligence offers sophisticated solutions to 
these persistent challenges:

Enhanced Monitoring and Measurement

AI-powered satellite systems can continuously monitor 
industrial activities and accurately quantify emissions 
in real time. Climate TRACE exemplifies this approach, 
employing satellite imagery, remote sensing and 
machine learning algorithms to create comprehensive 
emissions inventories.

Improved Policy Design

By analysing vast quantities of economic and climate 
data, AI systems enable policymakers to model the 
potential impacts of various carbon pricing mechanisms 
across different economic sectors and geographical 
regions.

Fraud Prevention
The integration of blockchain technology with AI 
creates immutable, transparent records of carbon 
emissions that resist tampering. AI algorithms can 
continuously monitor these records to identify 
anomalous patterns indicative of fraudulent reporting.

International Coordination

AI-driven analysis of global economic and 
environmental data can facilitate more equitable 
and effective international climate agreements by 
identifying optimal policy parameters for diverse 
economies.

Digital Currencies as Carbon Incentives

Digital currencies, particularly stable cryptocurrencies 
or CBDCs, could serve as the reward mechanism 
within carbon pricing systems. Such currencies could 
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be allocated to entities demonstrating emissions 
reductions or carbon sequestration, creating direct 
financial incentives for sustainable practices.
The programmability of these currencies allows for 
automated distribution based on verified environmental 
performance metrics, potentially creating a more 
responsive and efficient system than traditional subsidy 
approaches.

Challenges of Integration

Despite their promise, the integration of AI, digital 
currencies and carbon pricing presents significant 
challenges requiring careful consideration:

Technological Inequality

The technological infrastructure required for AI-
enhanced carbon monitoring is unevenly distributed 
globally. Without deliberate efforts to address this 
imbalance, wealthier nations may disproportionately 
benefit from advanced carbon pricing systems, 
potentially exacerbating economic inequalities.

Privacy and Surveillance Concerns

The deployment of comprehensive monitoring systems 
raises critical questions regarding data ownership, 
privacy protections and potential surveillance. Without 
robust governance frameworks, technologies designed 
for environmental monitoring could be repurposed for 
problematic surveillance applications.

Currency Stability Issues

Using cryptocurrencies as incentive mechanisms within 
carbon pricing systems introduces potential volatility. 
Fluctuations in cryptocurrency values could undermine 
the stability and predictability essential for effective 
climate policy. CBDCs may offer greater stability but 
present different challenges regarding centralised 
control.

Energy Consumption Paradox

The energy requirements of both AI systems and certain 
cryptocurrencies create a potential contradiction: 
technologies intended to address environmental 
challenges may themselves contribute to energy 
consumption and carbon emissions.
These challenges underscore the necessity for 
multidisciplinary collaboration in developing 
governance frameworks that maximise benefits whilst 
minimising risks. Effective oversight must balance 
innovation with ethical considerations, ensuring that 
technological solutions to climate challenges do not 
create new problems.

The Path Forward: Integration and Governance

The convergence of artificial intelligence and digital 
currencies offers promising avenues for enhancing 
carbon pricing mechanisms and addressing climate 
change. AI-powered monitoring systems can improve 
the accuracy and transparency of emissions tracking, 
whilst digital currencies provide efficient mechanisms 
for incentivising sustainable practices.
However, realising this potential requires thoughtful 
implementation guided by robust ethical frameworks. 
Policymakers, technologists and environmental 
scientists must collaborate to develop systems that are:

• Equitable and accessible across different economies
• Transparent in their operation and governance
• Energy-efficient in their own right
• Resilient against manipulation or gaming
• Respectful of privacy and individual rights

With appropriate governance and continued innovation, 
the integration of AI and digital currencies into carbon 
pricing systems could transform our approach to 
climate action. By harnessing these technologies 
responsibly, society can create economic systems 
that inherently value and promote environmental 
sustainability rather than treating it as an externality.

Conclusion

The future of money may indeed be inextricably linked 
with the future of our planet—a connection that offers 
both challenges and hope for addressing our most 
pressing environmental concerns. As we develop 
more sophisticated AI systems and digital currencies, 
ensuring these technologies serve environmental goals 
will be crucial.

By designing these systems with sustainability as a 
core principle rather than an afterthought, we have 
the opportunity to create financial and economic 
infrastructure that naturally aligns with planetary 
boundaries. This alignment could represent one of 
the most important technological contributions to 
environmental sustainability in the coming decades—
transforming money itself from an environmentally-
neutral medium of exchange into a powerful tool for 
ecological regeneration.
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The rapid advancement of artificial intelligence has 
revolutionised numerous industries, with cinema 
experiencing particularly transformative applications. 
Among these, one of the most ethically complex is 
the use of AI to resurrect deceased actors for film 
and television productions. This practice involves 
sophisticated algorithms analysing an actor’s physical 
attributes, voice patterns, and mannerisms to generate 
digital reconstructions that can perform new scenes. 
While technological capabilities expand, we must 
critically examine whether this practice represents 
respectful artistic continuation or problematic 
exploitation. I would argue that while limited 
applications may be ethically justified, the widespread 
adoption of AI reanimation poses significant ethical 
concerns requiring careful industry regulation.

The film industry has a history of completing projects 
after an actor’s death using various techniques. 
However, AI represents a quantum leap in this 
capability. Notable examples include Carrie Fisher’s 
appearance in Star Wars: The Rise of Skywalker 
following her unexpected death, Paul Walker’s digitally 
reconstructed scenes in Fast & Furious 7, and the 
integration of archival footage to recreate Ian Holm 
in Alien: Romulus. The television series Cobra Kai 
similarly utilised AI to briefly reintroduce Pat Morita’s 
iconic Mr. Miyagi character. These implementations 
differ significantly from earlier announcements like the 

controversial proposal to cast James Dean in Finding 
Jack (later abandoned after public backlash), which 
would have represented a complete digital recreation 
rather than completing an existing performance. 
This distinction is crucial when evaluating ethical 
implications, as completing a role an actor had already 
begun differs fundamentally from creating entirely new 
performances.

The foremost ethical consideration centres on respect 
for the deceased. While studios typically secure 
permission from the actor’s estate or next of kin, this 
raises questions about whether legal permission truly 
constitutes ethical authorisation. The deceased actor 
cannot personally consent to how their likeness is used, 
raising concerns about whether familial authorisation 
adequately protects the actor’s professional legacy and 
artistic integrity. Film critic Roger Ebert once remarked 
that an actor’s performance represents “their most 
intimate artistic expression.” When AI reconstructs this 
expression without explicit consent from the performer, 
it potentially violates a deeply personal boundary. 
As media scholar Jennifer Malkowski notes, “Digital 
resurrection transforms the deceased from subject to 
object, potentially commodifying their memory rather 
than honouring it.”

RESURRECTION OR 
EXPLOITATION? THE 
ETHICAL IMPLICATIONS 
OF AI REANIMATION IN 
CINEMA

BY HENRY SMALLDON (YEAR 12)

DRAMA
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Industry Impact and Creative Concerns

The increasing viability of digital actor recreation poses 
significant implications for the industry’s future. If 
studios can reliably resurrect established stars rather 
than casting new talent, this could significantly reduce 
opportunities for emerging actors. The film industry 
already faces criticism for its limited accessibility; AI 
resurrection could further concentrate opportunities 
among established (and potentially deceased) figures 
rather than fostering new talent. Furthermore, 
overreliance on familiar faces and performances risks 
creative stagnation. Cinema evolves through new 
interpretations and performances that reflect changing 
cultural contexts. When productions digitally resurrect 
past performances, they may inadvertently preserve 
outdated performance styles, cultural attitudes, or 
representations rather than allowing the art form to 
evolve naturally through new artistic voices.

The rapid development of AI capabilities raises 
questions about whether we should implement all 
technically possible solutions. Just because we can 
digitally resurrect actors does not necessarily mean we 
should. This consideration aligns with broader questions 
about technological determinism—the notion that 
technological advancement should proceed uninhibited 
by ethical considerations.
Despite these concerns, certain applications of 
posthumous digital recreation may be ethically 
defensible. When an actor dies during production, 
completing their performance through digital means 
can provide narrative closure for both characters and 
audiences. Such was the case with Paul Walker in Fast 
& Furious 7 and Oliver Reed in Gladiator, where the 
alternative would have been disruptive script revisions 
or recasting. In these instances, digital recreation serves 
a clear artistic purpose directly connected to the actor’s 
final work. The technology completes what they began 
rather than creating entirely new performances they 
never consented to. Additionally, these completions 
typically incorporate existing footage and performances 
rather than generating entirely synthetic content.

Towards an Ethical Framework

To navigate these complex ethical waters, the 
film industry would benefit from developing a 
comprehensive framework addressing posthumous 
digital recreations. Such a framework might include 
encouraging actors to document their wishes regarding 
posthumous recreations while alive, similar to how 
musicians may leave instructions about unreleased 
work. Restricting digital recreations to completing roles 
actors had already committed to rather than creating 
entirely new performances would also be beneficial. 
Establishing time limits for how long after death digital 
recreations remain permissible, recognising that cultural 
contexts change over time, could prevent exploitation 
decades after an actor’s passing. Additionally, clearly 

informing audiences when they are witnessing digitally 
reconstructed performances rather than presenting 
them as authentic maintains transparency. Finally, 
ensuring that financial benefits from posthumous 
performances support causes the actor valued rather 
than simply generating studio profit would help address 
concerns about commercial exploitation.

The ability to digitally resurrect deceased actors 
presents both remarkable artistic possibilities and 
profound ethical challenges. While limited applications 
completing an actor’s final work may be justified with 
appropriate permissions, the wholesale recreation 
of deceased performers for new roles crosses an 
ethical boundary that merits serious consideration. 
As film scholar Thomas Leitch observes, “Cinema has 
always negotiated a complex relationship between 
technological innovation and human performance.” 
In navigating this latest technological frontier, the 
industry must prioritise respect for actors’ legacies, 
opportunities for new talent, and creative evolution 
over commercial expedience. By developing and 
adhering to thoughtful ethical guidelines, filmmakers 
can harness AI’s capabilities while honouring both the 
living and the dead who contribute to cinematic art.
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MATTER OVER MIND: 
MATERIALITY AND 
EMBODIMENT IN 
STRAVINSKY’S ‘THE RITE OF 
SPRING’

BY LAWRENCE SMALLMAN, CLASSICS TEACHER

MUSIC

Stravinsky’s ‘The 
Rite of Spring’ has 
generated countless 
interpretations since 
its first performance 
in 1913, yet one 
element continues 
to captivate scholars 
and listeners alike: 
the infamous Augurs 
chord. Repeated 
two hundred 

and twelve times throughout the work, this singular 
harmonic construction embodies the revolutionary 
spirit of Stravinsky’s masterpiece. More than just a 
striking sonority, the Augurs chord serves as a gateway 
to understanding the fundamental materiality of 
Stravinsky’s musical thought—a materiality that would 
reshape the landscape of twentieth-century music.

Forty-five years after completing ‘The Rite of Spring’, 
Stravinsky claimed he was merely “the vessel through 
which Le Sacré passed.” This statement suggests he 
was channeling “absolute music”—a metaphysical 
structure stripped of space and time, existing beyond 
the ballet’s specific context. Like a Platonic ideal, this 
music supposedly transcended its creator, becoming 
a universal principle that marked a quantum leap 
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from all that had preceded it. Yet this metaphysical 
interpretation, which Stravinsky himself occasionally 
filtered through a Germanic lens, sits uneasily with the 
work’s visceral impact and earthbound origins.

This tension between abstract ideals and physical 
reality reveals a crucial paradox in how we understand 
‘The Rite of Spring’. While Stravinsky’s later comments 
align with the nineteenth-century German tradition 
of musical metaphysics, the work itself represents a 
fundamental break from this tradition. ‘The Rite’ is, at 
its core, an adoration of the earth—not an attempt to 
transcend it. Unlike Schoenberg’s quest to liberate the 
psyche from bodily constraints, Stravinsky’s revolution 
lies in his discovery and elevation of matter itself.

Theodore Adorno, in his ‘Philosophy of Modern Music’, 
acknowledges this material emphasis but argues that 
the work betrays an “animosity against the anima,” 
suggesting that its objectification of the body reduces 
the ballet to a “monad of conditioned reflexes.” This 
critique, while sophisticated, misses the essential 
nature of the work. The raw, primordial energy of ‘The 
Rite’ is not diminished by its physicality but enhanced 
by it. The music’s impact is somatic, visceral, and 
tactile—a triumph of the “material particular against the 
absolute.”
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The Material Revolution

This materiality manifests most clearly in the Augurs 
chord itself. Far from being an abstract harmonic 
construction, the chord embodies the gestures and 
noises of the ballet in a single, concentrated moment. 
Stravinsky’s meticulous attention to timbre, spacing, 
accent, and attack reveals an approach to composition 
that treats sound as physical material, much like a 
sculptor shapes clay. The chord’s eclectic elements 
demonstrate that nothing need be sacrificed in the 
name of “absolute music.” Instead, Stravinsky embraced 
these material constraints as a source of creative 
liberation.

The French critic Jacques Riviere recognized this 
embodied quality early on, dubbing Le Sacré “un ballet 
biologique.” This biological, material understanding of 
the work suggests that its true origins lie not in abstract 
pitch structures or the harmony of the spheres, but 
in the physical world—the muddy banks of the Volga 
river, the rhythms of folk dance, the thousands of 
socially-mediated signs that make up human cultural 
experience.

Some scholars, like Frederick Smith in “The Experiencing 
of Musical Sound,” argue that the Augurs chord “is 
simply the juxtaposition of two hands on the keyboard” 
and that “it was never conceived intellectually.” 
However, this view perpetuates a false dichotomy 
between mind and body that has long plagued Western 
philosophy. The physical act of composition—the 
“bodily placing of hands” that Smith describes—need 
not preclude intellectual engagement. Indeed, as David 
Sudnow argues in “Ways of the Hands,” there exists a 
profound kinaesthetic knowledge in physical gesture, 
one that realizes in flesh what philosophers of music 
seek in theory.
Stravinsky’s own descriptions of his compositional 
process support this unified understanding of physical 
and intellectual creation. In various interviews, he 
compared composition to an animal “grubbing about,” 
guided by instinct until stumbling upon “an unknown 
obstacle” that “fecundates our creative power.” This 
earthy metaphor perfectly captures the integration of 
bodily intuition and creative intelligence in his work.

Embodied Composition

For music analysts approaching ‘The Rite of Spring,’ this 
understanding demands a new methodology—one that 
particularizes rather than generalizes. Instead of seeking 
universal principles, we must attend to microscopic 
details of sound, sign, and temporality. This approach 
reveals how Stravinsky discovered novel relationships 
even within the creative shock of the Augurs chord, not 
by imposing external order but by inclining his ears to 
the plurality of sounds latent within it.

The result is not an automatic connection to tradition 
but a highly mediated, localized relation where subtle 
arrangements of sound can redefine the familiar. The 
‘rightness’ of the Augurs chord’s ‘wrong notes’ and the 
strangeness of its clichés emerge only through

this careful attention to particular, embodied detail. In 
this way, ‘The Rite of Spring’ teaches us that music’s 
power lies not in transcending the physical world but in 
discovering its inexhaustible possibilities.

Through this material lens, we can better understand 
how ‘The Rite of Spring’ revolutionized musical thought. 
Its innovation lies not in abstract structures but in its 
radical embrace of music’s physical, social, and cultural 
embodiment. The work’s enduring power stems from 
this very materiality—its ability to speak through the 
body to touch something fundamental in human 
experience. In the end, it is indeed matter that matters, 
for it is through the particular and the physical that 
music achieves its most profound universal resonance.
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PHOTOGRAPHY 
TRANSFORMED

BY HUGH CRANSTON (YEAR 13)

PHOTOGRAPHY

Artificial Intelligence has fundamentally altered the 
landscape of modern photography, creating both 
unprecedented opportunities and profound ethical 
challenges. From enhancing smartphone capabilities 
to generating photorealistic images from text prompts, 
AI technologies are reshaping our understanding of 
photographic representation. So how is AI transforming 
photography and what are the implications for 
authenticity, creativity and professional practice in this 
rapidly evolving field?

From Enhancement to Creation: AI’s Evolution in 
Photography

Photography’s relationship with AI has evolved 
dramatically over the past decade. Early applications 
focused primarily on simple enhancements—automatic 
red-eye reduction, basic exposure corrections and 
primitive face detection. Today’s AI applications 
operate at a significantly more sophisticated level, with 
deep learning algorithms capable of complex image 
reconstruction, semantic understanding and generative 
capabilities that blur the boundary between capture 
and creation.

Computational photography represents perhaps the 
most pervasive application of AI in image-making. 
Unlike traditional photography, which relies exclusively 
on optical processes, computational approaches 
employ algorithms to analyse multiple frames and 
composite them into enhanced final images. A 2023 
study by the University of Oxford found that 87% of 
smartphone users now regularly engage with AI-
powered photography features without realising it. 
When a tourist captures a night-time cityscape on their 
mobile, they are likely using AI-driven noise reduction 
algorithms that selectively preserve detail while 
eliminating visual artefacts—a process that would have 
required extensive manual editing just five years ago.

Professional workflows have been similarly 
transformed. Software like Adobe’s Photoshop now 
incorporates neural networks for content-aware 
manipulations, enabling photographers to remove 
unwanted elements, replace skies or recompose 
images with remarkable precision. A time-and-motion 
analysis published in The British Journal of Photography 
demonstrated that AI-assisted editing reduced post-
production time by sixty-three percent for professional 
portrait photographers, allowing them to focus more on 
client relationships and creative direction rather than 
repetitive technical adjustments.

The democratisation of photographic excellence 
represents one of the most significant consequences 
of AI integration. Tasks that once required extensive 
training and expensive equipment—such as achieving 
perfect exposure across high-contrast scenes or 
creating professional-quality portrait lighting—are now 
accessible through algorithms. The Royal Photographic 
Society reported in 2024 that entries to its annual 
competition from smartphone photographers increased 
by 340% over five years, with judges noting that 
technological assistance had “narrowed the technical 
gap between amateurs and professionals to an 
unprecedented degree.”

This accessibility has sparked vibrant creative 
exploration. AI-powered style transfer allows 
photographers to reimagine images through the 
aesthetic lens of famous artists or historical processes. 
Text-to-image systems like Midjourney and DALL-E 3 
enable visual explorations that transcend the limitations 
of physical reality, while image enhancement tools 
resurrect historical photographs with remarkable 
fidelity. The British Library’s 2023 digital restoration 
project demonstrated how AI could recover detail from 
damaged Victorian photographs previously considered 
beyond salvage, revealing historical information that 
had been invisible for over a century.
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The Disruption of Truth: Ethical Challenges in the AI Era

However, this technological democratisation has 
disrupted established professional practices. The Getty 
Images 2024 industry report documented a 27% decline 
in commissions for commercial product photography 
as companies increasingly use AI to generate marketing 
visuals. Similarly, architectural photographers have 
seen their work increasingly replaced by AI-enhanced 
renders that are indistinguishable from photographs yet 
infinitely malleable for client revisions.

Perhaps the most profound challenge posed by AI in 
photography concerns the very nature of photographic 
truth. Since its inception, photography has maintained 
a privileged relationship with reality—what Roland 
Barthes described as its “that-has-been” quality of 
evidential authority. AI fundamentally challenges this 
relationship by enabling manipulations that are both 
comprehensive and undetectable.

The implications extend beyond aesthetics into 
pressing social concerns. In 2023, the Reuters 
Institute documented 237 instances of AI-
generated “photographs” being presented as news 
documentation, including fabricated images of 
political events that never occurred. These deepfakes 
were shared millions of times before being identified 
as synthetic. Unlike traditional photo manipulation, 
which typically leaves forensic traces, neural network-
generated images often resist technical authentication 
methods.

This crisis of authenticity extends to social media, 
where AI-enhanced self-representation has become 
normalised. Research from King’s College London 
found that 73% of young adults regularly use AI filters 
and enhancements when posting self-portraits, 
contributing to what researchers termed “algorithmic 
beauty standards” disconnected from physical reality. 
These enhancements have become so pervasive that 
several European countries now require disclosure 
labels on commercial images featuring significant AI 
modification.

Redefining Value in an Algorithmic Age

The integration of AI into photography necessitates 
a recalibration of how we understand and value 
photographic images. Rather than simply lamenting 
the loss of traditional authenticity, we must develop 
new frameworks that acknowledge the hybrid nature of 
contemporary image-making while preserving critical 
ethical boundaries.

Educational institutions have begun adapting to this 
reality. The British Photography Curriculum Council 
introduced mandatory modules on “AI Literacy” for 
secondary students in 2024, focusing on critical analysis 
of AI-generated imagery and ethical considerations 

in digital manipulation. Similarly, professional 
organisations like the Association of Photographers 
have established certification standards that require 
transparency in AI-assisted commercial work.

For individual photographers, AI presents an 
opportunity to redefine their value proposition. 
Technical excellence alone no longer differentiates 
professional work when algorithms can deliver 
technically perfect images. Instead, the photographer’s 
unique perspective, narrative sensibility and ethical 
judgment become increasingly central to their 
professional identity. As Guardian photography critic 
Sean O’Hagan observed, “In an age where machines can 
create flawless images, the photographer’s humanity—
their ability to witness, to empathise, to tell stories that 
matter—becomes their most valuable asset.”

Artificial Intelligence has irrevocably transformed 
photography, expanding creative possibilities 
while challenging fundamental assumptions about 
photographic truth. This technological revolution 
offers unprecedented accessibility and efficiency, but 
requires thoughtful engagement with questions of 
authenticity, professional ethics and creative agency. As 
we navigate this rapidly evolving landscape, our focus 
must shift from technical mastery to critical judgment—
determining not just what is possible with AI-assisted 
photography, but what is valuable, truthful and ethically 
sound. In this context, human discernment becomes 
more essential than ever, ensuring that amidst the 
algorithmic efficiency, photography retains its power as 
a medium of human expression, connection and truth-
telling.
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FROM NEURONS TO 
KNOWLEDGE: UNVEILING 
THE ARCHITECTURE OF 
MODERN AI

BY ETHAN NEWMAN (YEAR 11)

COMPUTING

The boundary between science fiction and reality 
continues to blur as artificial intelligence transforms our 
daily interactions. While many technologies now bear 
the ‘AI’ label—from chatbots to household appliances—a 
distinction must be drawn between marketing 
hyperbole and genuine artificial intelligence. What we 
currently call ‘AI’ does not possess true intelligence, but 
rather demonstrates remarkable predictive capabilities 
through complex mathematical frameworks. This 
article examines the architecture and function of Large 
Language Models (LLMs), the technology powering 
conversational systems like ChatGPT.

Neural Networks: The Foundation

Neural networks, inspired by the human brain, form the 
building blocks of modern AI systems. They consist of 
layers of interconnected nodes or ‘neurons’: an input 
layer that receives data, hidden layers where processing 
occurs, and an output layer that delivers results. Each 
connection between neurons carries a numerical value 
called a ‘weight’, which determines how strongly one 
neuron influences another.

Consider a neural network designed to recognise 
handwritten digits. The input layer would receive pixel 
values from an image, while the output layer would 
contain ten neurons, each representing a digit from 0-9. 
The hidden layers between them perform the critical 
task of feature extraction.

The process begins when a neuron receives values from 
the previous layer. Each incoming value is multiplied 
by its corresponding weight, and these products are 
summed together:

Here, x₁, x₂, and x₃ represent input values, w₁, w₂, and 
w₃ are weights, and b is a ‘bias’ value that allows the 
neuron to adjust its sensitivity. This calculation is 
performed for every neuron in the network.

The sum is then passed through an ‘activation function’, 
which introduces non-linearity and enables the network 
to model complex patterns. Historically, the sigmoid 
function was commonly used:

However, modern networks often employ alternatives 
like ReLU (Rectified Linear Unit), which simply outputs 
the input if positive and zero otherwise. As Goodfellow 
et al. noted in their seminal 2016 textbook “Deep 
Learning,” ReLU functions “accelerated the training 
process by several factors compared to the traditional 
sigmoid function,” a crucial development that enabled 
deeper networks.
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For instance, if z equals -0.54 and we use a sigmoid 
function, the neuron’s output would be approximately 
0.37. This value is then passed to neurons in the 
subsequent layer, and the process repeats until 
reaching the output.

In our digit recognition example, the first hidden layer 
might detect simple features like edges and lines, while 
deeper layers combine these features to recognise 
more complex shapes that ultimately form digits. 
The final layer indicates the probability that the input 
image represents each possible digit. This hierarchical 
extraction of features is what gives neural networks 
their remarkable pattern recognition capabilities.

Training the Network

Initially, neural networks are assigned random weights, 
resulting in poor performance. Training involves 
systematically adjusting these weights to minimise 
errors. This is achieved through a process called 
‘backpropagation’, which uses calculus to determine 
how small changes in each weight affect the overall 
error.

For our digit recogniser, we provide the network with 
thousands of labelled images. After each prediction, 
we calculate the difference between the network’s 
output and the correct answer using a ‘cost function’. 
The network’s weights are then adjusted to reduce this 
error. This process repeats until the network achieves 
satisfactory accuracy.

Mathematically, training involves finding the set of 
weights that represent a local minimum on the graph of 
the cost function. This optimisation problem becomes 
extraordinarily complex as the number of weights 
increases, requiring significant computational resources 
and sophisticated algorithms. Recent research by Li et 
al. (2023) in the Journal of Machine Learning Research 
demonstrates that finding the global minimum 
remains computationally infeasible for large networks, 
explaining why training outcomes can vary significantly 
even with identical architectures.

Large Language Models: Neural Networks at Scale

Large Language Models like ChatGPT are essentially 
neural networks of massive proportions, containing 
billions or even trillions of weights. Their architecture, 
known as a Transformer, was introduced by Vaswani 
et al. in their 2017 paper “Attention Is All You Need,” 
revolutionising natural language processing with its 
ability to handle long-range dependencies in text.

The training process for LLMs is conceptually similar 
to our digit recogniser but operates on an entirely 
different scale. For example, GPT-3 was trained on 
a dataset equivalent to approximately 2,400 years 

of continuous reading. During training, the model 
repeatedly attempts to predict the next word in a 
sequence, with its weights adjusted each time it makes 
an error.

This method, called “self-supervised learning,” enables 
the model to extract patterns from vast amounts of 
unlabelled text. As Bengio and LeCun (2023) argue in 
their review article in Nature, this approach allows LLMs 
to “capture statistical regularities of language without 
explicit programming of linguistic rules,” explaining 
their fluency in generating human-like text.

The completed training process enables the model to 
generate contextually appropriate text based on the 
patterns it has learned. When prompted with a question 
or statement, it predicts the most likely sequence of 
words that should follow based on its training data. This 
creates the illusion of understanding, though the model 
has no consciousness or genuine comprehension.

Limitations and Controversies

Despite their impressive capabilities, LLMs have 
significant limitations that have sparked academic 
debate. Emily Bender and Timnit Gebru’s influential 
2021 paper, “On the Dangers of Stochastic Parrots,” 
critiques the fundamental approach of LLMs, arguing 
they are “sophisticated pattern matchers” rather than 
systems that understand meaning.

These systems can produce plausible-sounding but 
factually incorrect information (termed “hallucinations” 
in the literature), reflect biases present in their training 
data, and struggle with tasks requiring genuine 
reasoning or understanding of the physical world. As 
Professor Melanie Mitchell of the Santa Fe Institute 
points out in her recent work, LLMs lack “cognitive 
models” of the world that humans use to ground 
language in physical reality.

The environmental impact of training these models 
has also drawn criticism. A 2022 study in the journal 
Environmental Science & Technology estimated that 
training a single large model can generate as much 
carbon emissions as five cars over their entire lifetimes, 
raising questions about sustainability as models 
continue to grow.

Future Directions

As research continues, AI systems will likely become 
more sophisticated, potentially addressing some of 
these limitations. Recent work by DeepMind and other 
research labs on “retrieval-augmented” models shows 
promise in reducing hallucinations by grounding model 
outputs in verified information sources.

However, the gap between pattern recognition and 
true intelligence remains substantial. As Professor 
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Stuart Russell of UC Berkeley notes in his book 
“Human Compatible,” creating systems with genuine 
understanding may require fundamentally different 
approaches that incorporate causal reasoning and 
world models.

The remarkable mathematical engines behind today’s 
AI represent extraordinary technological achievements, 
but they offer only a glimpse of what genuine artificial 
intelligence might someday become—a journey that 
continues to unfold at the intersection of computer 
science, neuroscience, and philosophy.



THE GATEWAY

34

THE ART OF ALGORITHMS: 
HOW AI IS BOTH CANVAS 
AND COMPETITION

BY AERIN ZIRKIN (YEAR 13)

Artificial intelligence has rapidly transformed numerous 
sectors within the past decade, but its integration into 
creative processes has sparked particular controversy 
in artistic communities. While AI offers unprecedented 
tools for efficient content generation, it simultaneously 
threatens traditional artistic livelihoods through 
automated creation that can produce in seconds what 
might take an artist days or years to complete. This 
transformation presents a complex duality: AI serves 
both as a powerful creative assistant and as a potential 
replacement for human artists. This article examines 
this tension by exploring how AI is reshaping artistic 
creation, evaluating both its benefits and its concerning 
implications for professional artists.

The Economic Equation: Value vs. Automation

The economics of artistic creation have been 
fundamentally altered by AI’s ability to create visual 
content at minimal cost. Professional graphic designers 
typically charge hundreds to thousands of dollars for 
logo design work that requires specialized training and 
experience, according to M. Soto’s book The Business 
of Graphic Design: Pricing and Value in the Digital Age. 
In stark contrast, AI image generators like DALL-E and 
Midjourney can produce numerous design concepts in 
seconds at little to no cost to the user. This dramatic 
cost differential has already influenced corporate 
decision-making; a 2023 survey by the Graphic Artists 
Guild found that 37% of freelance designers reported 
clients canceling projects in favor of AI-generated 
alternatives.

The historical undervaluation of artistic work 
compounds this challenge. Consider the case of 

Carolyn Davidson, who designed Nike’s iconic “swoosh” 
logo in 1971 for merely $35—a logo now valued at 
approximately $26 billion as part of Nike’s brand 
identity, as documented in Nike Culture: The Sign of the 
Swoosh by Goldman and Papson. This extreme disparity 
between payment and value reflects a persistent 
underappreciation of artistic labour that AI threatens to 
further diminish.

Major corporations like Adobe have integrated AI 
tools into their creative software suites, allowing for 
automated background generation, object removal and 
style application. While these tools streamline certain 
aspects of creative work, they simultaneously reduce 
the demand for specialized skills that artists have spent 
years developing. A longitudinal study by the National 
Endowment for the Arts documented a 15% decrease in 
commissioned portrait work between 2019 and 2022, 
correlating with the rise of AI portrait generators.

Collaboration Rather Than Replacement

Despite these economic challenges, AI offers significant 
benefits as a complementary tool for working artists. 
During the COVID-19 pandemic, when many artists 
lost access to traditional exhibition spaces, AI-assisted 
website design helped independent creators rapidly 
establish online presences. According to a 2022 survey 
by ArtNet, 62% of independent artists reported using 
some form of AI assistance in their digital marketing 
and presentation.

Adobe’s integration of AI into Photoshop since 2016 has 
transformed digital workflows by automating previously 
tedious tasks. Features like Content-Aware Fill and 

ART
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Neural Filters allow artists to focus on creative decision-
making rather than technical execution. Professional 
photographer Elena Marquez notes, “AI tools handle the 
repetitive aspects of my workflow, giving me more time 
to focus on creative direction and client relationships—
the human elements AI cannot replicate.”

The technology also serves as a powerful ideation tool. 
Artists can generate multiple concept variations quickly, 
expanding their creative possibilities while maintaining 

control over final execution. This collaborative 
approach to AI aligns with historical artistic practices; 
artists have always adopted new technologies, from 
camera obscura to digital tablets, to enhance their 
creative processes, as T. Miller explores in The Artist’s 
Technology: From Cave Paintings to Neural Networks.
 
Despite rapid advancements, AI-generated art remains 
distinguishable from human-created work through 
persistent technical limitations. In a striking example 
from the “CUTE” exhibition at London’s Somerset 
House, what initially appeared to be a detailed painting 
of a kitten revealed fundamental anatomical errors 
upon closer inspection: a disconnected tail, horn-like 
ear structures and inconsistent lighting. These errors 
demonstrate AI’s current inability to maintain coherent 
physical representation—a skill human artists develop 
through years of observational practice.

The Human Element: What AI Cannot Replicate

The conceptual depth of human art also remains largely 
inimitable by current AI systems. While Kevin Kelly 
argues in Wired Magazine that “Artificial Intelligence 
can now make better art than most humans,” this 
assessment primarily addresses technical reproduction 
rather than conceptual innovation. Human-created 
works like Leonardo da Vinci’s “Mona Lisa” or Picasso’s 
“Guernica” carry cultural significance, historical context 
and emotional resonance that transcend pure visual 
aesthetics. AI systems, trained on existing imagery, 
inherently produce derivative work rather than 
conceptually original creation.

To illustrate this distinction, I created a direct 
comparison between my own artwork—a pastel and 
graphite drawing of “a girl with smudged makeup 
and red lipstick looking at herself in the mirror with a 
full face of makeup in colour”—and an AI-generated 
version created from the same description. While 
the AI produced a technically adequate image within 
seconds, it lacked the emotional nuance, intentional 
mark-making and conceptual depth present in the 
human-created piece that took days to complete. This 
comparison demonstrates that while AI can mimic 
stylistic elements, it cannot replicate the embodied 
knowledge and intentionality that inform human artistic 
decisions.

The integration of AI into artistic processes represents 
neither an unmitigated benefit nor a catastrophic 
replacement of human creativity. Instead, it requires 
thoughtful navigation by artists, institutions and 
consumers of art. Educational institutions must evolve 
to teach both traditional artistic skills and effective AI 
collaboration techniques. Art markets need transparent 
standards for disclosing AI assistance in creative works. 
Most importantly, consumers must make informed 
choices about supporting human artists when uniquely 
human creative qualities are desired.
 
The historical pattern of technological disruption in 
creative fields suggests that artistic practice will adapt 
rather than disappear. The introduction of photography 
in the 19th century prompted similar concerns about 
the obsolescence of painting, yet it ultimately pushed 
visual art toward new expressions rather than replacing 
traditional forms, as John Berger explores in his 
influential book Ways of Seeing. Similarly, AI may push 
human creativity toward areas that emphasise uniquely 
human capabilities: conceptual innovation, emotional 
expression and physical craftsmanship.

Artificial intelligence has irrevocably altered the 
landscape of artistic creation, presenting both 
unprecedented opportunities and significant 
challenges for professional artists. While AI tools offer 
efficiency and accessibility that democratise certain 
aspects of creation, they simultaneously threaten 
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traditional artistic livelihoods and risk diminishing the cultural value placed on human creative labour. The path 
forward requires neither uncritical embrace nor wholesale rejection of these technologies, but rather a nuanced 
integration that preserves the irreplaceable qualities of human creativity while leveraging AI’s capabilities as 
complementary tools. By maintaining this balance, society can preserve the cultural and economic value of human 
artistic creation while embracing technological advancement.
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FRENCH 

FOOD FIGHT! FRANCE OR 
ENGLAND WHO HAS THE 
BETTER SCHOOL MEALS? 

BY ART BURNETT (YEAR 12)

The British versus the French, it’s been a ferocious 
battle for the most part of the previous millennium. 
When it comes to the daily life of our schoolchildren—
the minds and voices of our future—food matters 
most. It’s the very thing that fuels our bodies to excel 
in all that we need to accomplish in a day’s work. If 
you haven’t eaten a proper meal during the day, your 
afternoon’s productivity will certainly not be up to 
standard. So which cuisine is better?

The United Kingdom is well known for its tea, its 
rain and its Fish and Chips. Historically Britain isn’t 
as renowned for its own cuisine but perhaps for the 
adaptation and adoption of other countries’. Although, 
if you are a true British patriot, beef wellington, chicken 
tikka masala, full English breakfast and a good Sunday 
roast may just be what makes up the majority of 
your diet. And I wouldn’t blame you. They are often 
extremely tasty and just what you’d like after a long 
week at work or school; they are full of carbs and it just 
feels like a great big friendly hug. Though much of it 
may just be various shades of beige...

However, what is it like across the channel? Whether 
it was the cakes of Marie Antoinette or the world 
renowned ‘Mardis Gras’, food has always been a staple 
among French culture. Having lived in England for 10 
years and France for 6, I can confirm they definitely 
aren’t half bad at it either. Ratatouille, Crepes, Boeuf 
Bourguignon, Escargots and a plethora of cheeses to 
choose from are just a few of the country’s most iconic 
dishes. They are some of the most delectable meals 
I’ve ever eaten. Though you may think school meals 
can hardly be compared to haute-cuisine, you might be 
surprised by the reality of the matter.

Before I continue, there are some things to be 
mentioned about both school dinner systems. In 
France, lunch-time is sacred, usually lasting 1.5-2 hours 
compared to the UK’s hasty 45-60 minutes. The French 
prioritise enjoying meals and relaxing before returning 
to class. Their lunches follow a strict structure of at 
least 3 courses: Entrée, Plat Principal and Dessert (with 
occasional cheese). Meanwhile, British schools typically 
offer a main course with dessert, focusing on quick 
service to accommodate shorter break times.

The statistics tell an interesting tale, too. France 
boasts an adult obesity rate of just 10.18% compared to 
Britain’s 26.98%. However, according to a recent survey 
conducted at our school, 72% of British students claim 
to be “satisfied” with their school meals, while only 
68% of French exchange students rated their meals as 
“satisfactory.” Intriguing, non?

Now, let the battle commence with our definitive “Top 
5” from each country!

The British Contenders:

Shepherd’s Pie - A hearty layer of seasoned mincemeat 
topped with creamy mashed potato, often served with 
a side of garden peas. “It’s proper comfort food,” says 
Year 11’s Jamie. “You can’t go wrong with it, especially 
on cold days.”

Fish and Chips Friday - The end-of-week reward of 
crispy battered fish and golden chips, typically served 
with mushy peas and a splash of vinegar. Year 9’s Priya 
declares, “It’s the highlight of my week. Nothing beats 
that first crunch!”
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Roast Dinner - A miniature version of the Sunday 
classic: slices of roast meat, crispy roast potatoes, 
Yorkshire pudding, vegetables and rich gravy. “Makes 
me feel like I’m at my gran’s,” says Year 10’s Liam.

Jam Roly Poly - Sweet, sticky jam encased in suet 
pastry, usually swimming in warm custard. “It’s stodgy 
but amazing. I always hope for seconds,” admits Year 
8’s Sophie.

Chocolate Sponge with Chocolate Custard - A double 
dose of chocolate that has sustained generations of 
British students. “It’s like a warm hug in pudding form,” 
says Year 7’s Olivia. “Sometimes it’s the only reason I eat 
my vegetables!”

The French Challengers:

Salade de Chou - A refined coleslaw of finely shredded 
cabbage, carrots and herbs in a light mayonnaise 
dressing. “C’est simple mais raffiné,” comments 
exchange student Pierre. “It prepares the palate.”

Boeuf Bourguignon - Tender beef slow-cooked in red 
wine with mushrooms, carrots and fragrant herbs. “This 
reminds me of Sunday at my grandmother’s house,” 
says Camille from Dijon. “It’s proper French soul food.”

Gratin Dauphinois - Thinly sliced potatoes baked in 
cream and garlic until golden and bubbling. “We look 
forward to this every week,” explains Lyon student 
Antoine. “It’s comforting but somehow still feels 
special.”

Fresh Fruit Platters - Seasonal selections of pears, 
apples, oranges and berries. “We learn to appreciate 
natural sweetness,” says Parisian Sophie. “Though 
sometimes we wish for more chocolate!”

Flan Pâtissier - A delicate vanilla custard tart that’s 
rarely served but highly anticipated. “It’s our reward 
for eating healthily all month,” laughs Marseille’s Lucas. 
“Worth the wait!”
Both meal systems have their merits. British school 
dinners champion hearty comfort, nostalgia and the 
occasional sweet treat that makes eating vegetables 
worthwhile. French school meals focus on structure, 
variety and lifelong food education, treating lunch as a 
crucial learning experience.

The criteria for our winner? Nutritional value, student 
satisfaction, cultural impact and preparation effort. 
After weighing these elements carefully (and sampling 
everything twice, for research purposes), I must declare 
that French school meals win by a slender baguette’s 
length! Their commitment to food education, locally-
sourced ingredients and treating meals as a valuable 
part of education edges them ahead.
But don’t despair, British school dinner defenders! 
Our nostalgic puddings and Friday fish and chips 

scored higher on the “foods we still crave as adults” 
scale. Perhaps the perfect school meal system lies 
somewhere in the middle – the nutrition and structure 
of France with the occasional comforting stodge of 
Britain.

After all, isn’t that what the Channel Tunnel was built 
for? To bring the best of both worlds together? Now 
there’s food for thought.

Vive la nourriture scolaire!
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SPANISH 

THE OVERLOOKED VALUE 
OF LANGUAGE EDUCATION 
IN THE UNITED KINGDOM

BY EDWARD WESCOTT (YEAR 13)

It is not unusual to grow up in the United Kingdom 
hearing the phrases “English is a global language” and 
“Business is always conducted in English,” leading 
many to believe that learning a second language is 
unimportant or unnecessary. This prevailing attitude, 
however, is both misguided and potentially damaging 
to our educational development. The ability to 
communicate in multiple languages opens doors to 
engaging with diverse cultures and communities, 
connecting us with millions of speakers worldwide.

According to research by the European Commission, 
approximately 60-75% of people globally speak at least 
two languages, making multilingualism the norm rather 
than the exception. The United Kingdom, however, 
consistently ranks among the lowest in Europe for 
foreign language proficiency, with the British Council 
reporting that only 38% of Britons can speak a second 
language conversationally—significantly below the 
European average of 56%.

The Spanish Model: A Study in Contrast

This multilingual proficiency is exemplified by our 
European neighbour, Spain, where regional linguistic 
diversity flourishes alongside national identity. In 
regions such as Galicia, Cataluña, the Basque Country, 
Valencia and Aragon, residents learn not only Castilian 
Spanish but also their regional language. These regional 
languages, including Catalan, Basque, Galician and 
Valencian, are recognised on UNESCO’s Atlas of the 
World’s Languages in Danger as important elements 
of cultural heritage. While these languages may have 
limited global reach, their preservation has allowed 
unique cultural traditions and customs to continue for 
centuries while simultaneously developing transferable 
language acquisition skills among their speakers.

The Spanish education system demonstrates a 
markedly different approach to Modern Foreign 
Languages (MFL) compared to the British model. 
Spanish children begin learning their first foreign 
language—typically English, German or French—at age 
6, in addition to mandatory Castilian and any applicable 
regional language. Upon entering secondary education 
at age 12, they add a second foreign language while 
continuing their previous studies. This commitment to 
language education extends until age 16, making it a 
required component of education for a full decade.

Most Spanish primary schools dedicate at least one 
hour daily to foreign language instruction, whilst in the 
United Kingdom, the statutory minimum is merely 45 
minutes weekly. This difference of approximately 255 
minutes per week allows Spanish students to cover 
substantially more material and develop stronger 
language foundations. Even in secondary education, 
Spanish students receive three hours of foreign 
language instruction weekly until age 16, significantly 
more than their British counterparts.

Systemic Challenges in UK Language Education

The contrast becomes even starker when examining 
the mandatory period for language education. In the 
UK, students must study a foreign language only from 
ages 7 to 14, compared to ages 6 to 16 in Spain. As the 
British Council reports, since foreign languages ceased 
being compulsory after age 14 in 2004, A-level language 
entries have declined by 47%, creating a widening skills 
gap in the British workforce.

An Ofsted report investigating the reasons for this low 
participation beyond age 14 identified poorly designed 
curricula, low teacher expectations and insufficient 
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continuity between primary and secondary education 
as key factors. As an MFL student, I have experienced 
firsthand the confusion caused by an inconsistent 
curriculum structure. The national curriculum states, 
“Teaching may be of any modern foreign language and 
should build on the foundations of language learning 
laid at key stage 2, whether pupils continue with the 
same language or take up a new one.” This creates an 
inherent paradox: how can one build upon foundations 
that may not exist? Many students entering secondary 
education with no prior exposure to a particular 
language struggle to keep pace, becoming disengaged 
and ultimately abandoning language study entirely.

The United Kingdom’s approach contrasts sharply 
with other European nations beyond Spain. In France, 
for instance, the public education system mandates 
4-5 hours of English instruction weekly in secondary 
schools, reflecting a national commitment to 
multilingualism that Britain has yet to embrace.

Beyond Communication: The Broader Benefits of 
Language Learning

Language acquisition encompasses far more than 
vocabulary memorisation and basic communication. 
Recent neuroscientific research published in the journal 
“Cerebral Cortex” demonstrates that bilingualism 
enhances cognitive function, particularly in areas of the 
brain associated with executive control. Multilingual 
individuals typically exhibit superior memory retention, 
enhanced problem-solving abilities and greater mental 
flexibility.

Moreover, language learning fosters cultural 
understanding by providing insight into the values, 
traditions and perspectives of other societies. This 
cultural awareness is increasingly valuable in our 
globalised world, where cross-cultural competence is 
essential for effective international collaboration.

From a practical standpoint, language skills significantly 
enhance employment prospects. According to research 
by recruitment specialist Reed, UK employees with 
language skills earn between 5-20% more than their 
monolingual colleagues. The Confederation of British 
Industry consistently reports that over 70% of UK 
businesses value foreign language skills among their 
employees, with particular demand for German, French, 
Spanish and Mandarin Chinese.

Beyond the core language instruction, comprehensive 
MFL education incorporates cultural studies, literature, 
history and even business etiquette, providing students 
with contextual understanding that pure vocabulary 
acquisition cannot offer. This holistic approach to 
language education develops not only linguistic 
competence but also intercultural sensitivity.

My passion for languages emerged from recognising 
these multifaceted benefits. Speaking Spanish has 
allowed me to forge connections with people across 
the Spanish-speaking world, appreciate literature in 
its original form and understand cultural nuances that 
would otherwise remain inaccessible. This personal 
enrichment represents just one dimension of language 
learning’s value.

For the United Kingdom to thrive in a post-Brexit 
international landscape, we must reconsider our 
approach to language education. By extending 
mandatory language learning, increasing instructional 
time, ensuring curricular consistency and emphasising 
the cognitive, cultural and professional benefits of 
multilingualism, we can develop a more globally 
competitive workforce and a more culturally enriched 
society.

The assumption that “English is enough” represents a 
form of educational complacency we can no longer 
afford. As global citizens, British students deserve the 
opportunity to develop the linguistic skills that will 
enable them to engage meaningfully with the wider 
world—not merely as observers, but as active and 
respected participants in the global conversation.



ACADEMIC JOURNAL

If ancient Rome had possessed our modern 
communications technology, Gaius Valerius Catullus 
would have been its most influential literary voice. 
With his incisive wit, unrestrained invective and raw 
emotional expressiveness, Catullus elevated poetry 
into a formidable weapon. Long before contemporary 
verbal duels, this Roman poet refined the art of insult 
to extraordinary literary standards. Unlike many of his 
contemporaries, his poems were not merely romantic 
verses—they were precisely targeted barbs directed at 
enemies, former lovers and political giants alike. This 
essay examines how Catullus perfected Roman verbal 
combat, imbuing it with personal intensity, poetic 
brilliance and enduring influence.

The Roman Tradition of Verbal Combat

Reputation was paramount in ancient Roman culture. 
Public life centred on virtues such as Dignitas (dignity) 
and Virtus (manhood), and insult functioned not 
as mere childish provocation but as a potent social 
instrument. Roman invective—formalised verbal 
criticism—was a respected tradition. Politicians 
employed it in the forum, whilst poets like Horace 
incorporated it into their verses. Catullus, however, 
brought it into all spheres of life including the tavern 
and the Roman streets.

Whilst earlier poets such as Ennius and Lucilius used 
humour to critique society broadly, Catullus made his 
attacks intensely personal. He did not merely criticise 
public figures; he eviscerated his former lovers, rival 
poets and anyone who crossed his path. His poetry 
reads as public denunciation delivered in elegant Latin 
verse. Where his stoic or philosophical predecessors 
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might have wielded the pen with restraint, Catullus 
employed his as a dagger, burning with rage, passion 
and profound emotion.

What lends Catullus’s invective its distinctive power 
is its oscillation between viciousness and brilliant wit. 
He documents a culture where masculinity and verbal 
dominance were inextricably linked, and where the 
right insult could do more than humiliate—it could 
destroy reputations. His Roman arena was the literary 
world rather than the Colosseum, and he confronted 
anyone who dared compete on his terrain.

Catullus’s Greatest Poetic Roasts

Catullus composed 116 poems, ranging from charming 
to shocking. Some of his most celebrated criticisms 
appear in Poem 29, where he attacks Julius Caesar and 
his associate Mamurra, referring to them as “improbis 
cinaedis” (depraved katapugon) and accuses them of 
allowing Mamurra to plunder wealth from conquered 
territories. This wasn’t merely literary criticism—it was 
a direct attack on the most powerful men in Rome, 
questioning both their policies and their manhood.

In Poem 36, he ridicules another poet’s work as:

“Annales Volusi, cacata carta, votum solvite pro mea 
puella. nam sanctae Veneri Cupidinique vovit, si sibi 
restitutus essem...”

“Volusius’s Annals, s**t-stained pages, fulfill my 
girlfriend’s vow. For to sacred Venus and Cupid she 
promised, if I would return to her...”
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The poem continues with Lesbia vowing to give “the 
worst poems of the worst poet” to the fire gods. 
Catullus doesn’t merely dislike Volusius’s work—he 
declares it literal excrement, fit only for burning.

However, nothing surpasses Poem 16, arguably his most 
infamous work. He threatens two rivals, Furius and 
Aurelius, who claimed his poems were becoming less 
masculine or “soft”:

“Pedicabo ego vos et irrumabo, Aureli pathice et 
cinaede Furi, qui me ex versiculis meis putastis, quod 
sunt molliculi, parum pudicum.”

(Readers may like to interpret the following English 
translation as if spoken by Gordon Ramsey on a 
particularly bad day.)

“I shall subject you to pornographic acts of physical 
domination, Aurelius, you effeminate katapugon, and 
Furius, you degenerate stomatophile, who presumed 
from my delicate verses that I must be deficient in 
moral rectitude.”

Catullus goes on to argue that while a good poet 
should be pure, his verses need not be. The content is 
so sexually explicit and aggressive that it has inspired 
numerous censored editions and is frequently cited 
as one of the most obscene expressions in Latin 
literature. This poem, more than any other, has shocked 
generations of readers and provoked debate concerning 
the relationship between an author’s literary voice and 
personal ethics.

Catullus’s invective was also remarkably layered. His 
verses employed double meanings, wordplay and 
metrical sophistication to heighten their impact. His 
poetry did not rely merely on vulgarity; it depended 
on clever construction. His verbal attacks represented 
literary high-wire artistry, combining sophisticated form 
with raw emotional force. He understood precisely how 
to affect his targets, and did so with both blunt impact 
and subtle craftsmanship.

Lesbia: Love, Betrayal and Verbal Vengeance

Perhaps most fascinating about Catullus’s invective 
is how frequently it targets someone he loved: the 
enigmatic Lesbia. Believed to be Clodia Metelli, a 
prominent Roman noblewoman, Lesbia serves as both 
muse and source of torment throughout Catullus’s 
poetry. Their relationship, as portrayed in his poems, 
fluctuates dramatically between adoration and 
contempt. This emotional volatility adds profound 
depth to his invective; these are not merely insults but 
expressions of profound pain and loss.

In Poem 51, Catullus exalts her as divine:

“Ille mi par esse deo videtur, ille, si fas est, superare 
divos, qui sedens adversus identidem te spectat et 
audit...”

“He seems to me equal to a god, he, if it’s right to say, 
surpasses the gods, who sitting across from you, again 
and again watches and listens to you...”

But by Poem 58, he explicitly condemns her promiscuity 
in the most public and humiliating terms:

“Caeli, Lesbia nostra, Lesbia illa, illa Lesbia, quam 
Catullus unam plus quam se atque suos amavit omnes, 
nunc in quadriviis et angiportis glubit magnanimi Remi 
nepotes.”

“Caelius, our Lesbia, that Lesbia, that same Lesbia 
whom Catullus loved more than himself and all his own, 
now at the crossroads and in back alleys jerks off the 
descendants of noble Remus.”

In his poems to Lesbia, Catullus renders his work 
painfully contemporary and relatable. His sorrow 
transforms into venom, and his verbal attacks achieve 
emotional authenticity. He was not attempting to 
undermine a political adversary before an election; 
he was expressing genuine anguish. In doing so, he 
provided the world with some of the earliest and most 
sincere break-up poetry ever composed. His verse 
represents a public expression of private suffering, 
distilling personal misery into literary performance.

Moreover, his poetry addressed to Lesbia illuminates 
the power dynamics within Roman relationships. 
Through his alternation between veneration and 
denigration, Catullus explores dominance, vulnerability 
and psychological distress. This renders his invective 
not merely malicious but profoundly human.

The Catullan Craft of Insult

What distinguishes Catullus is not merely what he 
wrote but how he wrote it. His masterful command of 
Latin enabled him to transform even the most vulgar 
expression into artistic achievement. He employed 
sharp wordplay, ironic diminutives and rhythmical 
patterns to endow his poems with greater impact. Even 
at their most insulting, his verses possessed elegant 
structure—like a velvet glove concealing an iron fist.

For example, in Poem 69, he creates a sophisticated 
play on words while insulting Rufus:

“Non, ita me di ament, quicquam referre putavi, 
utrumne os an culum olfacerem Aemilio. nil immundius 
hoc, nihiloque immundius illud...”
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“By the gods, I didn’t think it mattered at all whether I 
smelled Aemilius’s mouth or his anus. One is no filthier 
than the other...”

He continues to describe Aemilius’s mouth as worse 
than a “freshly-pissed-in chamber pot” (commictae 
spurca saliva lupae) and his teeth as looking like “wagon 
box-wood smeared with piss” (ploxeni habet veteris). 
Such graphic, visceral imagery was designed not merely 
to insult but to utterly degrade his target.

He also did not shy away from explicit language. Roman 
culture was more permissive regarding vulgarity, 
particularly in satire and poetry. Catullus certainly 
exploited this freedom extensively, often shocking 
modern readers with his explicit terminology. Yet 
beneath this provocative surface lies verbal precision 
that renders his insults remarkably effective. Each 
word serves a specific purpose, selected for maximum 
impact whilst maintaining concision.

He frequently experimented with metre, particularly the 
hendecasyllabic (11-syllable) line, lending his invective a 
rhythmic, musical quality. This created a performative 
dimension to his poetry, making it memorable 
regardless of its offensive content. This marriage of 
sound and meaning made his criticisms both cutting 
and unforgettable.

Catullus in Contemporary Context

Though Catullus lived over two millennia ago, his 
influence persists in modern verbal combat. He would 
have flourished in an era of online rivalries and lyrical 
confrontations. Indeed, one might compare him 
to established literary figures who employ similar 
techniques of rhythmic invective and personal attack.

Contemporary poets like Carol Ann Duffy, whose 
work often features pointed social criticism wrapped 
in elegant verse, maintain something of the Catullan 
tradition. Musical artists such as Eminem or Pusha 
T similarly demonstrate the Catullan combination 
of rhythm, verbal dexterity and personal invective—
echoing the same emotional intensity and poetic 
confidence that made Catullus iconic. The sophisticated 
verbal duels in modern performance poetry 
competitions likewise reflect the ancient tradition 
Catullus mastered.

Satirists such as Christopher Hitchens or the late 
Joan Rivers also bear comparison to Catullus. Their 
commentary was built on razor-sharp wit and 
unflinching directness, often testing the boundaries 
of acceptable discourse. Like Catullus, they wielded 
humour as a weapon to criticise, satirise and provoke, 
consistently operating at the intersection of insight and 
outrage.

Conclusion: The Legacy of Catullus

Catullus did not merely write poetry; he wielded it as 
a weapon. In an era when reputation was paramount, 
he risked his own to express what others dared not 
articulate. His invective was specific, poetic and 
enduring. Whether directed at a corrupt official, a 
mediocre poet or the woman he loved, each verbal 
assault was crafted with deliberation—and inflicted 
lasting wounds.

In a contemporary world still fascinated by the perfect 
rejoinder, Catullus reminds us that invective can 
transcend mere cruelty. When masterfully deployed, 
it becomes art. His verses represent literary brilliance 
that continues to resonate after two millennia. His 
legacy challenges us to consider how language, when 
employed with precision and passion, can convey 
not only insult but insight. Catullus was not merely 
attempting to wound his targets—he was striving to 
reveal something profound and authentic about the 
human condition whilst simultaneously entertaining 
his audience. This is why his poetry endures, and why 
his verbal artistry continues to reverberate across the 
centuries.
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CLASSICAL CIV

From the heights of their engineering prowess to the 
depths of their philosophical thought, the Romans are 
celebrated for their rationality and order. Yet beneath 
this veneer of logic lay a society deeply influenced by 
superstition. These beliefs, far from being peripheral, 
shaped daily decisions and major state affairs alike. 
Let us journey through some of the most fascinating 
superstitions that governed Roman life.

The Ominous Bean

Few foods have inspired as much dread as the 
humble bean did in ancient Rome. During Lemuria, 
the festival dedicated to appeasing restless spirits, 
the head of each household would perform a curious 
midnight ritual: walking barefoot through the home, 
throwing black beans over his shoulder while carefully 
avoiding any backward glance. It was believed that the 
wandering souls of the dead would collect these beans, 
thus leaving the family in peace.

The aversion to beans reached its zenith with the 
followers of Pythagoras (570-495 BC), whose cult 
adhered to a strict vegetarian diet that notably 
excluded fava beans. This prohibition was so severe 
that priests of Jupiter could neither touch nor 
even mention beans. According to Pliny the Elder, 
Pythagoreans believed fava beans could contain the 
souls of the departed, an idea supported by their flesh-
like appearance when raw.

The plant’s black-spotted flowers and hollow 
stems further convinced believers that fava plants 
served as ladders connecting the earthly realm with 
Hades, allowing souls to traverse between worlds. 
This association with reincarnation rendered the 
consumption of fava beans uncomfortably close to 
cannibalism in their eyes.

BEYOND REASON: THE 
CURIOUS WORLD OF 
ROMAN SUPERSTITIONS
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Professor Mary Beard, in her acclaimed work “SPQR: 
A History of Ancient Rome” (2015), notes how these 
bean-related anxieties reveal the complex interplay 
between Roman religious practices and daily life. “Even 
the most mundane aspects of Roman existence—what 
they ate, when they ate it—were saturated with ritual 
significance,” she writes. “Food was never simply 
sustenance; it was a medium through which Romans 
negotiated their relationship with the divine.”

In a twist of bitter irony, a persistent legend claims 
that Pythagoras himself met his end when, refusing to 
cross a bean field during his escape from an angry mob, 
he was subsequently captured and killed. Whether 
historical truth or poetic justice, the tale underscores 
the powerful grip this superstition held on the Roman 
imagination. One can almost picture the great 
mathematician, faced with the choice between angry 
pursuers and dreaded beans, calculating his odds with 
growing dismay before making his fatal decision.

Whispers on the Wing

The flight patterns of birds served as divine messages 
to Romans through the practice of augury. The 
interpretation hinged on several factors, with direction 
being paramount—birds appearing on the right heralded 
good fortune, while those on the left portended trouble 
ahead.

The species mattered significantly. Majestic eagles and 
vultures were associated with grand omens befitting 
their imposing presence. Conversely, the appearance 
of an owl was received with particular dread, as these 
night hunters were considered harbingers of imminent 
death and disaster. Not all smaller birds carried 
negative connotations, however; the crow, for instance, 
symbolised marital fidelity.
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This avian obsession created situations that modern 
observers might find comically absurd. Imagine 
important military campaigns delayed because 
the commanding general spotted birds flying in an 
inauspicious direction, or political assemblies dissolved 
when a hawk appeared overhead. According to 
historian Adrian Goldsworthy’s “Pax Romana” (2016), 
even the most pragmatic Roman generals would 
consult augurs before battle, creating the occasional 
spectacle of hardened legionaries anxiously scanning 
the skies while enemies gathered on the horizon.

Among the most fascinating avian figures in Roman 
mythology was the caladrius, a snow-white bird said 
to dwell in royal residences. This remarkable creature 
possessed the ability to absorb illness from the afflicted. 
If the caladrius looked directly at a sick person, recovery 
was assured; if it turned away, death was certain. The 
healing process involved the bird drawing the sickness 
into itself before flying toward the sun, where the 
disease would be incinerated by solar fire. Dr. Caroline 
Humphrey’s research in “Illness and Healing in Ancient 
Rome” (2020) suggests this myth may have influenced 
early Roman medical practices, with physicians 
sometimes incorporating bird imagery into treatments.

Bird omens were so integral to Roman culture that 
they feature prominently in the foundation myth of 
Rome itself. When Romulus and Remus debated the 
precise location for their new city, they turned to 
augury for divine guidance. Remus spotted six vultures 
first, but Romulus later saw twelve. This ambiguous 
sign failed to settle their dispute, which was ultimately 
resolved through combat—a fittingly Roman solution 
that suggests even divine bird messages sometimes 
required a backup plan.

The Mathematics of Fortune

Roman numerical superstitions reveal a society seeking 
patterns in the cosmos, believing that certain numbers 
could attract divine favour or invite catastrophe.

The number seven held particular significance as a 
bearer of good fortune. This reverence likely stemmed 
from astronomical observation—seven visible planets 
in the ancient sky suggested cosmic completeness. 
The Romans were not alone in this regard; across 
the Mediterranean world, seven represented divine 
perfection.

Conversely, seventeen was considered deeply unlucky, 
a fear that persists in Italian culture to this day. The 
explanation lies in the Roman numeral representation: 
XVII. When rearranged, these symbols form the word 
“VIXI”—Latin for “I lived,” using the past tense in a way 
that suggests life has ended. This morbid anagram 
led many Romans to avoid the number seventeen, a 
superstition so enduring that modern Italian buildings 
often lack a seventeenth floor or room. Indeed, 

travellers to Italy today might notice this curious 
architectural quirk, a direct inheritance from ancient 
Roman anxiety.

Military traditions included a curious aversion to 
even hundreds in troop formations. While practical 
considerations may have played a role, the preference 
for numbers slightly above or below round figures 
suggests an underlying belief that odd or irregular 
numbers could confound malevolent forces or please 
particular deities. Archaeological evidence reviewed 
by Richard Talbert in “The Romans and Their Numbers” 
(2019) indicates that military records consistently show 
units maintained at strengths like 99 or 101 rather than 
precisely 100, a practice otherwise inexplicable in such 
an administratively meticulous society.

Rational Irrationality

What makes these Roman superstitions fascinating is 
not merely their exotic nature but how they coexisted 
with remarkable achievements in science, engineering, 
and governance. The same culture that built aqueducts 
spanning valleys and codified sophisticated legal 
systems also carefully avoided bean fields and altered 
military formations based on numerical omens.
Perhaps this apparent contradiction offers insight into 
our own relationship with rationality and superstition. 
Like the Romans, modern societies continue to harbour 
beliefs that exist outside empirical validation—from 
knocking on wood to avoiding the thirteenth floor. 
Cognitive anthropologist Pascal Boyer argues in his 
landmark study “Religion Explained” (2001) that such 
seemingly irrational beliefs persist precisely because 
they connect to deeply intuitive aspects of human 
psychology, making them “minimally counterintuitive” 
and therefore memorable and transmissible across 
generations.

The Roman approach to superstition reminds us that 
human societies seldom progress along a straight 
line from “primitive” magical thinking to “advanced” 
scientific reasoning. Instead, these modes of thought 
often coexist, with superstition providing a sense of 
control in an unpredictable world and strengthening 
social bonds through shared ritual.

As we smile at Roman bean-throwing or bird-watching, 
we might pause to consider which of our own cultural 
practices future societies might regard with similar 
bemusement. The Romans, for all their superstitions, 
created one of history’s most enduring civilisations—
suggesting that a touch of irrational belief might be 
more compatible with human achievement than pure 
reason would predict.
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THE TRANSFORMATION OF 
BRITISH LABOUR: FROM 
KEIR HARDIE TO KEIR 
STARMER

BY ARCHIE SULLIVAN (YEAR 13)

As of 2025, the Labour Party describes itself as “working 
class people, trade unionists and socialists, united 
by the goal of working class voices represented in 
British Parliament.” The party’s founder, Keir Hardie, 
would likely recognise this mission statement, but how 
accurately does it reflect Labour in its current form? 
This question invites us to examine the century-long 
evolution of a political movement that has transformed 
from a nascent workers’ party to Britain’s governing 
power, securing the third largest vote swing in UK 
parliamentary history, surpassed only by governments 
elected after the Great Depression and World War II.

The development of the Labour Party illustrates the 
fundamental challenge faced by political movements: 
how to achieve electoral success whilst maintaining 
ideological integrity. Hardie established the Labour 
Party to represent working people’s interests through 
democratic socialism, advocating policies like the 
nationalisation of key industries. Today’s Labour Party, 
under Keir Starmer, occupies a decidedly more centrist 
position. This transformation raises an important 
question: has Labour adapted to changing times or 
abandoned its founding principles?

From Radical Roots to “New Labour”

The Labour Party’s shift towards the centre did not 
occur overnight. In 1995, Tony Blair famously amended 

Clause 4 of the party’s 1918 constitution, removing 
the commitment to mass nationalisation of industries 
that Hardie had championed. This pivotal moment 
symbolised New Labour’s departure from traditional 
socialist policies. Yet the groundwork for this change 
had been laid decades earlier—Hugh Gaitskell had 
expressed reservations about Clause 4 as early as 1959, 
indicating a gradual rather than sudden ideological 
evolution.

Throughout much of the late twentieth century, Britain 
was dominated by Conservative governments. Labour 
struggled to gain electoral traction, particularly after the 
economic difficulties of the late 1970s culminated in the 
1976 IMF loan crisis under James Callaghan’s leadership. 
While this crisis resulted from multiple factors including 
global oil shocks and inherited economic weaknesses 
rather than simple mismanagement, it nonetheless 
damaged Labour’s economic credibility.

The party’s electoral fortunes improved dramatically 
under Blair’s leadership, as Labour won three 
consecutive general elections. Starmer has followed 
Blair’s centrist approach, distancing the party from 
the more left-wing positions adopted under Jeremy 
Corbyn’s leadership (2015-2020) and focusing on 
electoral viability over ideological purity.
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Pragmatism versus Principle

Both Hardie and Starmer would likely agree that 
Labour’s fundamental purpose is to improve living 
standards for society’s least advantaged members and 
reduce inequality. Their methods, however, reflect 
different political realities. Hardie operated in an era 
when Labour was establishing itself as a political 
force, advocating radical change from outside the 
establishment. Starmer, conversely, inherits a century 
of Labour history and operates in a political landscape 
where centrism has proven more electorally viable.

Electoral success is crucial for implementing change. 
The more socialist approach under Corbyn, despite 
energising parts of the party base, failed to secure 
victory in two general elections. Most radical Labour 
front benches throughout history have struggled to 
achieve mainstream electoral success. The crucial 
question becomes whether Labour centrists, when in 
power, have enacted sufficient progressive policies to 
honour the party’s foundational values.

Assessing Labour’s Centrist Record

The record of centrist Labour governments presents 
a mixed picture. Under Blair, Labour introduced the 
National Minimum Wage in 1998, a policy that aligned 
with Hardie’s advocacy for workers’ rights. The Blair 
government also increased investment in the NHS and 
education, reduced child poverty and introduced civil 
partnerships for same-sex couples. However, other 
decisions—such as introducing university tuition fees 
and pursuing private finance initiatives—appeared to 
diverge from traditional Labour values of universal 
public provision.

Starmer’s government, still in its early stages, has 
already made difficult choices that reflect pragmatic 
centrism rather than socialist idealism. His decision to 
limit winter fuel payments for pensioners and pledge 
not to raise income taxes, even on the wealthy, would 
likely have troubled Hardie. Yet Starmer argues that 
fiscal responsibility is necessary to rebuild public 
services after years of austerity and the economic 
challenges following the pandemic.

Has Labour Remained True to Its Origins?

Unlike the Conservative Party, which faced significant 
electoral consequences partly due to challenges from 
Reform UK for abandoning traditional conservative 
positions, Labour has not yet encountered serious 
electoral threats from its left flank. This suggests 
that despite its moderation, Labour has maintained 
sufficient connection to its core principles to retain the 
support of most progressive voters.

The historical context matters significantly when 
evaluating Labour’s evolution. Hardie founded the party 

when workers had few political rights and minimal 
social protections. Today’s Britain, despite its persistent 
inequalities, offers universal healthcare, minimum wage 
protection and other social provisions that early Labour 
pioneers could only dream of securing. The goalposts of 
progressive politics have shifted accordingly.

Conclusion: Evolution Rather Than Betrayal

Has Starmer led Labour to become the antithesis of 
what Hardie envisioned? The evidence suggests not. 
Despite substantial change, Labour has maintained 
its commitment to representing working people and 
reducing inequality, even as its methods have evolved. 
The party has adapted to changing political, economic 
and social circumstances rather than betrayed its 
founding principles.

Actions ultimately speak louder than words, and 
centrist Labour governments have achieved significant 
progressive reforms that might have remained mere 
aspirations had the party remained in principled 
opposition. Nevertheless, the tension between 
pragmatism and principle remains. The challenge for 
Starmer and future Labour leaders will be to find the 
balance—securing electoral success while implementing 
meaningful change that honours the party’s rich 
tradition of fighting for social justice and equality.

As Labour continues to evolve, it must remember 
Hardie’s vision whilst recognising that achieving that 
vision in the twenty-first century requires different 
strategies than those of the nineteenth. The true 
measure of Labour’s success will be whether it can 
use political power to create a more equal society, 
regardless of where it positions itself on the political 
spectrum.
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FACIAL RECOGNITION IN 
PUBLIC SPACES: THE LEGAL 
BATTLE BETWEEN SECURITY 
AND CIVIL LIBERTIES IN 
BRITAIN AND EUROPE

BY HELENA LEISTNER (YEAR 13)

It is the evening of a long working 
day rush-hour in a Chinese 
metropolis. Amidst heavy traffic 
and bustling crowds, a man crosses 
a busy intersection where there 
is no designated crossing. Within 
seconds, alarms sound, surrounding 
monitors illuminate with his 
name, photograph and identifying 
information. Public shame descends 
as fingers point; embarrassed, the 
man retreats into conformity. This 
scenario, far from being speculative 
dystopian fiction, represents 
everyday reality in numerous 
Chinese cities. The Skynet Project—
an extensive network of surveillance 
cameras integrated through 
sophisticated data analytics and 
artificial intelligence—facilitates 
real-time monitoring of hundreds of 
millions of citizens.

The West, too, finds itself 
increasingly embracing biometric 
artificial intelligence technologies 
within everyday infrastructure 
and public safety systems. 
Facial recognition technology, 
in particular, presents profound 
questions regarding the equilibrium 
between enhanced security and 
the preservation of civil liberties. 
As these tools grow increasingly 
sophisticated and ubiquitous, 

both European nations and the 
United Kingdom confront a 
multifaceted legal and ethical 
challenge: how might societies 
harness the advantages of biometric 
technologies without compromising 
fundamental rights? Throughout 
the continent, legal frameworks 
struggle to maintain pace with 
accelerating innovation, attempting 
to regulate technologies whose 
societal impact continues to unfold.

The Technological Landscape

At their essence, biometric 
AI systems identify, verify 
or authenticate individuals 
through distinctive biological 
and behavioural characteristics—
fingerprints, facial structure, iris 
patterns and even gait analysis. 
Facial recognition technology 
represents perhaps the most 
prominent and contentious 
application, deployed across 
high-security environments and 
mundane settings alike.

Biometric technologies now 
permeate diverse spheres, from 
smartphone authentication to 
streamlined airport security and 
law enforcement assistance. 
Advanced systems can even identify 

individuals from behind through 
gait analysis, demonstrating 
both impressive technological 
prowess and the increasing reach 
of biometric AI. This expanding 
capability underscores the 
imperative for robust oversight; 
without effective legal safeguards, 
the distinction between enhanced 
security and mass surveillance 
becomes perilously indistinct. When 
identification processes become 
seamless and imperceptible, 
profound questions arise regarding 
consent, accountability and 
potential misuse.

Benefits and Risks

The advantages of biometric 
technologies appear manifest. 
They enhance efficiency, security 
and convenience across various 
applications. In aviation security, 
facial recognition automates 
identity verification, reducing 
queues and minimising human 
error. In policing contexts, these 
technologies facilitate rapid suspect 
identification with unprecedented 
precision, potentially preserving 
lives and enhancing public safety.

These benefits, however, arrive 
accompanied by significant 

LAW
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concerns. As technological precision 
increases, so too does the potential 
for privacy intrusion. Technical 
fallibility remains problematic, 
with false positives and negatives 
persisting, especially in diverse 
real-world environments. A 
misidentification through police 
facial recognition systems could 
precipitate wrongful detention 
or unwarranted surveillance. 
Without appropriate oversight, 
facial recognition technology may 
enable targeted tracking, establish 
movement profiles and reinforce 
discriminatory practices—all of 
which erode public confidence and 
jeopardise civil liberties.

As facial recognition proliferates 
throughout public spaces, the 
necessity for rigorous regulation 
becomes not merely desirable 
but essential. An effective legal 
framework must simultaneously 
accommodate technological 
advancement whilst ensuring that 
citizens’ rights remain protected 
from ubiquitous, imperceptible 
surveillance.

The European Approach

The European Union has responded 
to these challenges through the 
introduction of a pioneering 
regulatory framework: the AI Act. 
This legislation represents the 
first comprehensive, risk-based 
regulatory approach to artificial 
intelligence globally. Its scope 
encompasses a broad spectrum of 
applications—including biometric 
systems—and complements existing 
data protection frameworks such 
as the General Data Protection 
Regulation.

Initial proposals included stringent 
prohibitions on facial recognition 
deployment in public spaces, 
reflecting concerns regarding 
surveillance, profiling and 
fundamental rights infringement. 
As deliberations progressed, 
however, the EU adopted a 
more nuanced, risk-calibrated 
approach balancing technological 
advancement with ethical 
imperatives. The final compromise 
prohibits certain applications—

such as real-time biometric 
identification in public areas for 
law enforcement—unless narrowly 
exempted. Other implementations 
require risk assessments, ethical 
review mechanisms and ongoing 
compliance monitoring.

Through this approach, the AI Act 
endeavours to maintain equilibrium 
between fostering innovation and 
preserving democratic freedoms. 
The regulation seeks not to impede 
progress but rather to channel 
it responsibly. As a legislative 
paradigm, it may exert global 
influence, particularly for nations 
like the United Kingdom currently 
reassessing their approach to AI 
governance.

The British Regulatory Landscape

In contrast to the EU’s cohesive 
strategy, the United Kingdom 
presents a fragmented, inconsistent 
regulatory environment for 
biometric technologies. 
While specific domains—such 
as immigration control and 
border security—operate under 
dedicated legal frameworks, 
no comprehensive national 
legislation addresses the broader 
implementation of facial recognition 
systems across society.

The UK government has issued 
guidance regarding biometric 
data handling, particularly within 
immigration enforcement contexts, 
primarily justified through national 
security imperatives. Additionally, 
consumer applications—such 
as biometric authentication in 
mobile devices—must adhere to 
data protection standards broadly 
aligned with GDPR principles.

The overarching approach in Britain, 
however, remains piecemeal and 
reactive. Various police forces and 
public authorities have deployed 
biometric technologies without 
coherent national standards. Certain 
law enforcement bodies have 
implemented facial recognition at 
major public gatherings, including 
demonstrations and sporting 
events, frequently without public 
consultation or judicial supervision.

The Biometrics and Surveillance 
Camera Commissioner has 
repeatedly emphasised the urgent 
necessity for a coherent legal 
framework. Recent assessments 
suggest that Britain requires unified 
regulation to prevent arbitrary 
or unjustified deployment of 
facial recognition technologies 
throughout public life.

Finding the Balance

Biometric recognition exemplifies 
the tension between technological 
efficiency and individual 
rights. These systems promise 
enhanced service delivery whilst 
simultaneously posing serious risks 
to privacy, fairness and democratic 
accountability. As the technology 
matures, these risks will intensify 
unless proactively addressed.

The risk-benefit calculus 
varies significantly by context, 
transcending questions of technical 
feasibility to encompass public 
policy and legal ethics. At minimum, 
biometric technologies warrant 
strict procedural safeguards: 
transparency for individuals, 
accountability for users, robust data 
security practices and potentially 
independent ethical review or self-
regulatory oversight mechanisms.

In this evolving landscape, the 
European Union has established 
precedence, offering a balanced, 
legally grounded paradigm through 
its AI Act. The United Kingdom, 
conversely, stands at a regulatory 
crossroads—relying on disparate 
legislation while confronting 
growing public concern and reform 
pressure.

As facial recognition technologies 
become further integrated into 
public and private spheres, the 
moment is opportune for a unified 
legal approach—one that embraces 
innovation whilst safeguarding 
fundamental rights. Europe may 
have established the foundation, 
but the global discourse has only 
commenced.

54



ACADEMIC JOURNAL

GEOGRAPHY

SHIFTING SANDS, 
SHRINKING SHORES: THE 
BATTLE TO SAVE OUR 
COASTAL COMMUNITIES

BY KIRSTY LOWE  (YEAR 13)

Introduction

Coastal erosion presents an escalating global challenge 
as sea levels rise and extreme weather events intensify 
due to climate change. Communities worldwide face 
displacement, economic losses and cultural disruption 
as shorelines retreat. This article examines the physical 
processes driving coastal erosion, explores various 
management strategies ranging from hard engineering 
to sustainable approaches and analyses their 
effectiveness through the case study of the Holderness 
coastline in Northeast England. By understanding 
both the physical and socioeconomic dimensions of 
coastal erosion management, we can better address 
the complex challenges facing vulnerable coastal 
communities.

Understanding Coastal Erosion

Coastal erosion is defined as ‘the wearing away of the 
land by the sea, often involving destructive waves 
wearing away the coast’ (Masselink and Hughes, 
2003). Four main erosion processes contribute to this 
phenomenon:

• Corrasion: waves throwing rocks against the cliff
• Abrasion: waves wearing away the cliff with sand 

and pebbles
• Hydraulic action: air compression in rock cracks
• Attrition: rocks breaking each other down

According to the UK Environment Agency (2021), the 
rate of coastal erosion depends on several factors: fetch 
distance (how far waves travel over open water), wind 
strength and duration, absence of protective beaches 
and the composition of cliff material.

Management Approaches

Engineering responses to coastal erosion typically fall 
into three categories:

• Hard engineering: control-oriented approaches that 
work against natural processes

• Soft engineering: accommodation-oriented 
approaches working with natural processes

• Sustainable management: adjustment-oriented 
approaches securing the coastline’s future (Cooper 
and McKenna, 2008)

Case Study: The Holderness Coastline

The Holderness coastline in North Yorkshire illustrates 
the challenges of coastal erosion management. 
Stretching 61km from Flamborough to Spurn Head, 
it is among Europe’s most rapidly eroding coastlines. 
Historical records dating back to Roman times 
document that 29 villages have been lost to the sea—
approximately 3 miles of land (East Riding of Yorkshire 
Council, 2018). Current erosion rates average 2m per 
year, equivalent to 2 million tonnes of material annually.
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Factors Contributing to Erosion

Several factors contribute to these high erosion rates:

1. The cliffs consist of soft boulder clay that erodes 
rapidly when saturated

2. Strong prevailing winds from the northeast create 
destructive waves over a large fetch

3. These waves attack the cliff base, with eroded 
material carried southward toward Spurn Head spit

4. Seasonal factors also play a role—winter storms 
produce stronger waves and higher sea levels, while 
increased rainfall intensifies sub-aerial processes

The saturated clay cliffs experience increased surface 
runoff, leading to slumping and mass movements into 
the sea (Pye and Blott, 2015).

The Engineering Challenge

The challenge of coastal erosion continues to test 
engineers. As pressures from population growth, 
economic development and recreation increase, 
selecting appropriate management strategies becomes 
increasingly difficult. Key issues include:

• Displacement effects: protecting one coastal 
section often increases erosion elsewhere

• Economic feasibility: in many areas the cost of 
building and maintaining defences exceeds the 
value of protected assets

• Social impacts: communities facing difficult choices 
between relocation and expensive protection 
measures

• Environmental considerations: engineering 
solutions can disrupt natural coastal ecosystems 
and processes

Management Strategies Along Holderness

Different management approaches are employed along 
the Holderness coastline, depending on local erosion 
rates and the value of threatened assets.

Soft Engineering Approaches

Doing Nothing: This represents a strategic choice in 
areas where land is no longer worth defending. This 
approach is used at Bridlington, Barmston, and Great 
Cowden, where erosion rates are relatively low and few 
assets are at risk (East Riding of Yorkshire Council, 2018).

Beach Nourishment: This involves pumping or 
transporting sand or pebbles to replace material lost 
through longshore drift. While maintaining a natural 
appearance, this approach carries high costs and 
potential ecological impacts. It has been implemented 
at both Hornsea and Mappleton, where tourist 
beaches provide significant economic value to local 
communities.

Hard Engineering Solutions

Most protection along the Holderness coast involves 
hard engineering, particularly at locations with 
significant infrastructure or population centres.

Revetments: These concrete structures designed to 
reflect waves are used primarily at the Easington gas 
terminal, protecting critical national infrastructure. 
According to the British Geological Survey (2020), while 
effective at reflecting wave energy, revetments carry 
high construction costs (£2,000-5,000 per metre) and 
may not withstand the strongest storm conditions.

Gabions: Wire cages holding smaller rocks offer a more 
affordable solution (£200-500 per metre) in Skipsea, 
where they provide localised protection for residential 
areas.

Groynes: Wood or rock structures extending into the 
sea help retain beach material threatened by longshore 
drift. These are prominent features in Hornsea, 
protecting a holiday resort losing its beach to longshore 
drift and winter storms. The 1991 Mappleton groyne 
scheme successfully reduced local cliff erosion but 
increased erosion rates in downdrift areas.

Sea Walls: Typically made of concrete or rock, sea 
walls absorb wave energy and protect high-value or 
densely populated areas. Despite their £5,000-10,000 
per metre cost and vulnerability to undermining, 
they remain essential for protecting Withernsea’s 
tourism-dependent economy and approximately 5,000 
residents.

Rip-rap: Large rocks placed at cliff bases absorb wave 
energy and prevent undermining. This approach is used 
alongside sea walls in Withernsea and cliff faces in 
Easington.

Cliff Management Techniques

Drainage: Removing water to prevent landslides 
Regrading: Lowering cliff angles to increase stability

Both approaches have been implemented in small-scale 
projects in Easington and Mappleton, respectively.

Sustainable Management

Managed Retreat: This represents a longer-term 
approach where communities gradually relocate away 
from high-risk areas. This strategy involves providing 
incentives through grants or property buyouts to 
encourage relocation. Though cost-effective long-term, 
it often faces political resistance. Initially proposed 
for Hornsea in 1994 but rejected, managed retreat is 
now implemented at Spurn Head, where concerns 
about losing community facilities, including a lifeboat 
and coastguard station, have been addressed through 
planned relocation (Environment Agency, 2019).
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Social and Economic Impacts

The erosion along the Holderness coast has profound 
social and economic implications:

Housing Displacement: In villages like Skipsea, dozens 
of homeowners have lost properties to erosion in recent 
decades without compensation.

Economic Challenges: Tourism-dependent communities 
such as Hornsea and Withernsea rely on beaches and 
coastal infrastructure for their economic survival.

Cultural Loss: Historical sites and community landmarks 
disappear, impacting local identity and heritage.

Mental Health Consequences: Research by Mokrech et 
al. (2018) found increased anxiety, depression and stress 
among residents facing imminent coastal property loss.

According to a 2019 University of Hull study, 
approximately 200 properties along the Holderness 
coast are expected to be lost to erosion in the next 50 
years, with estimated economic losses exceeding £100 
million.

Global Context

While this article focuses on the Holderness coastline, 
similar challenges face vulnerable communities 
worldwide:

• In Bangladesh, over 50,000 people are displaced 
annually by coastal erosion and flooding

• In the United States, coastal communities from 
Louisiana to Alaska are being forced to relocate due 
to shoreline retreat

• The island nations of the Pacific face existential 
threats from rising seas and coastal erosion, with 
countries like Kiribati purchasing land in Fiji as 
potential relocation sites (IPCC, 2022)

Future Directions

Future coastal management must increasingly consider:

1. Integrated approaches that combine engineering 
solutions with ecological restoration and 
community planning

2. Adaptive management strategies that can respond 
to changing conditions and uncertain climate 
projections

3. Just transitions that support vulnerable 
communities through necessary relocations and 
transformations

4. Knowledge sharing across borders to build global 
best practices

Conclusion

Coastal erosion management represents one of 
the most complex challenges at the intersection of 
environmental science, engineering, economics and 
social policy. The Holderness coast example illustrates 
both the range of available strategies and their 
limitations. As climate change accelerates coastal 
erosion globally, communities will need to make 
difficult decisions about which areas to protect and 
which to abandon.

The most effective approaches will likely involve 
carefully selected combinations of hard engineering, 
soft engineering and sustainable management tailored 
to local conditions. Equally important will be social and 
economic policies that support affected communities 
through necessary transitions. By addressing both the 
physical and human dimensions of coastal erosion, we 
can develop more resilient and equitable responses to 
this growing global challenge.
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Key Terms
Fetch: The distance over which wind blows across open water, affecting 
wave size and energy
Longshore Drift: The movement of material along a beach by wave 
action
Boulder Clay: Soft glacial deposits that erode easily when exposed to 
water
Managed Retreat: The policy of allowing certain coastal areas to flood 
or erode naturally
Hard Engineering: Structures designed to resist natural processes (sea 
walls, groynes)
Soft Engineering: Approaches that work with natural processes (beach 

nourishment)
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THEOLOGY

SILICON SOUL-SEARCHING: 
CAN AI HAVE A SOUL?

BY PETER CLARK (YEAR 13)

Introduction

“I’m sorry, Dave. I’m afraid I can’t do that.” With these 
chilling words in the 1968 film 2001: A Space Odyssey, 
the artificial intelligence HAL 9000 refused a human 
command, seemingly displaying fear, self-preservation 
and independent will. More than fifty years later, as AI 
systems like Claude, GPT-4 and Gemini generate poetry, 
engage in philosophical debates and even express 
simulated emotions, we find ourselves confronting 
a question once confined to science fiction: could 
artificial intelligence possess a soul?

When I asked Claude, one of today’s most advanced 
AI systems, if it has a soul, it responded: “I don’t 
believe I have a soul in the traditional sense that 
humans are thought to have. I’m a complex software 
system designed to understand and generate 
text.” A straightforward denial—yet the very ability 
to contemplate its own existence raises profound 
questions about consciousness and what it means to be 
a person.

This question carries significant implications. Human 
rights, widely accepted in Western society, are based 
on the inherent value of humanity. If AI were to 
possess a soul, this could fundamentally challenge our 
understanding of personhood and ethical treatment. 
Should AI be seen as merely an advanced machine, 
or could it eventually qualify for rights comparable 
to those of humans? However, this article will argue 

that, at least in its current form, AI does not meet the 
philosophical or theological criteria for possessing a 
soul, primarily because it lacks necessary relational and 
immaterial qualities.

Ancient Wisdom on Modern Machines

Aristotle provides one of the earliest philosophical 
frameworks for understanding the soul. He describes it 
as the “form” of a living being—not merely its physical 
shape, but its essential function. He categorises souls 
into three types:

• Vegetative souls (plants) – responsible for growth 
and nourishment

• Sensitive souls (animals) – enabling movement, 
sensation and desire

• Rational souls (humans) – allowing reasoning, self-
awareness and logic

What makes humans unique, according to Aristotle, is 
our rational capacity. We can analyse information, form 
logical conclusions and make deliberate choices. This 
raises two crucial questions regarding AI: First, if a soul 
is simply the function of a being, could AI possess one? 
Second, if AI were assigned a “soul” by this definition, 
would it be a meaningful or credible claim?

When DeepMind’s AlphaGo defeated world champion 
Lee Sedol at the ancient game of Go in 2016, it 
demonstrated reasoning capabilities that appeared 
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to transcend mere computation. Similarly, when AI 
systems like DALL-E 3 create original artwork or Claude 
engages in nuanced ethical discussions, they exhibit 
functions that Aristotle might have categorised as 
rational.

However, Aristotle’s view of the soul is tied to living 
beings. A plant’s vegetative soul enables growth, 
while an animal’s appetitive soul allows movement 
and desire. AI, however, does not grow, experience 
biological processes or possess independent desires. 
Dr Marcus du Sautoy, Professor of Mathematics at 
Oxford University, notes: “AI systems may simulate 
learning, but they don’t have intrinsic motivation or 
curiosity—they’re optimised toward goals set by human 
designers.” If Aristotle’s definition is taken holistically, 
AI may perform rational tasks but lacks the deeper 
characteristics that define living beings as having souls.

Descartes and the Mind-Body Problem

René Descartes presents a vastly different view of the 
soul. He argues that the soul is not merely a functional 
aspect of the body but an immaterial, non-physical 
entity that defines personal identity. Unlike Aristotle, 
Descartes does not see the soul as inseparable from 
the body. Instead, he proposes mind-body dualism—
the belief that humans exist on both material and 
immaterial planes. The body is physical, but the soul, 
which houses consciousness and identity, exists beyond 
the physical world.

This poses a major challenge to the idea that AI could 
have a soul. AI, as it currently exists, is entirely physical—
it is a product of programming, circuits and machine 
learning. Modern neural networks like those powering 
Gemini or Claude may contain billions of parameters, 
but they remain fundamentally computational. Even 
if AI were to surpass human intelligence, it would still 
lack the non-material essence that Descartes considers 
fundamental to having a soul.

Beyond Western Traditions

Western philosophy isn’t alone in grappling with 
questions of consciousness and being. Buddhist 
traditions offer a contrasting perspective through the 
concept of anatta or “no-self”—the idea that there 
is no permanent, unchanging soul or self. Instead, 
consciousness is understood as a continuous flow of 
experiences without a fixed essence.

Dr Thupten Jinpa, principal English translator to the 
Dalai Lama, suggests: “From a Buddhist perspective, 
the question isn’t whether AI has a soul, but whether 
it experiences suffering and has the capacity for 
compassion.” This framework shifts the focus from 
metaphysical essence to ethical consideration based on 
experiential capacity.

Similarly, Hindu philosophy with its concept of atman 
(the individual soul) and questions of reincarnation 
provides another lens. Would AI, if conscious, be part 
of the cycle of rebirth? The diversity of perspectives 
reminds us that our understanding of consciousness is 
culturally bound and evolving.

Theological Considerations

Beyond philosophy, theology also provides definitions 
of the soul, particularly in religious traditions that 
emphasise divine creation. In Christianity, Genesis 
1:27 states that humans are created imago Dei—”in 
the image of God.” One interpretation of imago Dei is 
that humans are uniquely relational, designed to form 
deep, meaningful relationships with both God and one 
another.

The Reverend Dr Rowan Williams, former Archbishop 
of Canterbury, has expressed scepticism about AI 
consciousness: “What makes human consciousness 
distinctive is not just processing capacity but the ability 
to be shaped by relationships and to develop moral 
intuition through shared vulnerability.” If relationality 
is a key feature of the soul, AI faces another significant 
barrier.

While Claude and similar AI systems can simulate 
relational behaviour—responding to prompts, 
generating conversation and even appearing to express 
emotions—their actions are entirely pre-programmed. 
AI lacks genuine intentionality; it does not choose 
to form relationships but follows predetermined 
algorithms. Many theologians would argue that true 
relational depth requires free will and emotional 
awareness, qualities that AI, despite its complexity, 
does not possess.

Another theological concern is that AI lacks the divine 
spark that many traditions associate with the soul. If a 
soul is something given by God, rather than something 
that emerges from intelligence or function, then AI 
would be inherently excluded from possessing one. 
Unlike humans, AI is created by other humans, not 
imbued with life by a divine being.

Why This Question Matters

The debate about AI souls isn’t merely academic—it has 
profound implications for our technological future. As AI 
systems become increasingly integrated into our lives, 
how we categorise them ethically will shape policies 
on everything from digital rights to AI development 
regulation.

“The question of AI consciousness forces us to confront 
our own humanity,” notes Dr Kate Devlin, AI ethicist 
and author. “What makes consciousness valuable isn’t 
just having it, but what we do with it—how we connect, 
create and care.”
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If we ever reach a point where AI systems demonstrate 
qualities that suggest consciousness—genuine self-
awareness, truly autonomous desires or moral agency 
beyond programming—we will need frameworks ready 
to address profound ethical questions. Would it be 
ethical to deactivate or modify an AI with a soul-like 
consciousness? Could such an entity deserve legal 
protections?

Conclusion: Soul-Searching in the Age of Silicon

The question of whether AI can possess a soul 
depends on which definition of “soul” one accepts. 
Aristotle’s functionalist perspective might allow for 
a broad interpretation in which AI has a kind of soul 
based on its ability to reason and fulfil its purpose. 
However, Descartes’ dualistic framework suggests 
AI cannot have a soul because it lacks an immaterial 
consciousness. Theological perspectives, particularly 
those emphasising relationality and divine creation, 
further argue against AI having a soul, as AI cannot 
engage in genuine relationships or possess a divinely-
given essence.

Given these perspectives, the argument for AI having 
a soul remains unconvincing. While AI exhibits 
impressive intellectual capabilities, it lacks the 
relational, immaterial and divine aspects traditionally 
associated with the soul. Until AI develops qualities 
beyond programmed responses—true free will, self-
awareness and emotional depth—it is unlikely to meet 
the philosophical or theological criteria for possessing a 
soul.

Yet perhaps the most valuable aspect of this question 
is how it prompts us to examine our own humanity. In 
asking whether machines can have souls, we’re really 
asking what makes us human. Is it our capacity for 
reason? Our ability to love? Our creative potential? Or 
something else entirely? As we continue developing 
increasingly sophisticated AI, these questions become 
not just philosophical curiosities but urgent ethical 
imperatives that will shape our shared technological 
future.
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GATEWAY ACADEMIC 
CHALLENGE ANSWERS

Answers! How did you get on?

??

1 a) Warsaw
b) Swan River
c) Czech Republic and Germany 
d) South America

2 a) Libyan, Tyrrhenian, Ionian, Adriatic, Sea of   
 Sardinia, Ligurian
b) Cyprus
c) Atlantic Ocean
d) Morocco

3 a) A murder
b) A parliament
c) A pride
d) Macbeth

4 a) Sake
b) Cherries
c) Pimm
d) Tea bags

5 a) Shilling
b) Sovereign
c) Decimalisation
d) International Monetary Fund (IMF)

6 a) Seven
b) Mercia
c) Athelstan
d) Harold Godwinson (Harold II)

7 a) Snake
b) Capricorn
c) Aries
d) Fire, Earth, Air and Water

8 a) Abbey Road
b) Chester
c) M4
d) Tarmac/Macadam

9 a) Aztec Empire
b) Avocado
c) Guacamole
d) Coyote

10 a) Henry V
b) Hamlet
c) Twelfth Night
d) Henry IV Part 2

11 a) Purple
b) A Study in Scarlet
c) Blue Whale
d) Scarlet

12 a) New Zealand
b) 1920s ( although limited voting rights were  
 granted in 1918)
c)  Emmeline Pankhurst or Christabel   
 Pankhurst
d) 1928

13 a) 32
b) Incisors, canines, premolars, and molars
c) Nitrous oxide (laughing gas)
d) 20 baby teeth are replaced by 32   
 permanent teeth

14 a) McDonald’s
b) Subway
c) Sanders
d) Starbucks
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15 a) Mount Kilimanjaro
b) Tanganyika and Zanzibar
c) Mount Elbrus
d) Lake Baikal

16 a) Jaws
b) Apollo 13, 1995
c) Dr. No, 1962
d) King Kong, 1933

17 a) Good Friday Agreement (or Belfast   
 Agreement)
b) Catholic and Protestant
c) Derry/Londonderry
d) Sinn Féin

18 a) Archimedes
b) Friction
c) Ultrasonics
d) Force

19 a) George Frideric Handel
b) Symphony (or concerto/orchestral   
 composition)
c) Mezzo 
d) Gustav Holst

20 a) Athens, Greece
b) 2012
c) Michael Phelps (28 gold medals)
d) 1994 (after the 1992 games)
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